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ABSTRACT

Corrosion-protection coatings of 316 Stainless Steel have been sprayed by the
High-Velocity Oxy-Fuel (HVOF) spray process. Control of the average particle
temperature and velocity over ranges of 1600-2300 K and 250-450 nds was
demonstrated. By thus changing the in-flight particle parameters, a range of
different coating properties was generated. However, not all of these were
desirable coatings, the highest particle temperatures producing a high-melted-
phase coating with a high oxide content. In contrast, intermediate particle
velocities and temperatures produced excellent dense coatings with plastic particle
deformation and very low oxide content. Surprisingly, however, coatings with
high particle velocity and low particle temperature reversed this trend, producing
undesirable coatings which bore a high oxide content. Reasons for this appear to
include impact heating and particle bursting, but further research is called for.

INTRODUCTION

Thermal spray technology has recently become important to the materials, manufacturing,

and maintenance/repair industries. One such technique is the High-Velocity Oxy-Fuel (HVOF)
thermal spray torch, which burns a fuel stream with oxygen at sufficiently high pressure to
produce a supersonic jet of hot combustion gases. Particles introduced into this stream are both
heated and accelerated to high speeds, whereupon their impact with a solid surface produces,



under proper circumstances, a high-quality coating. Key HVOF applications include wear-
resistant coatings, corrosion-resistant coatings, and thermal barrier coatings. Corrosion-resistant
coatings such as Hastelloy, Inconel, and Stainless Steel are sprayed on shafts, surgical implants,
machine elements, and reactor vessel walls for corrosion protection during manufacture and later
for repair purposes. This application is clearly important for the energy-related industries.

The principal goal of the present research is to relate in-flight particle temperature TP and
velocity VP to resulting coating characteristics by way of coating metallography, both to improve
the scientific understanding of the coating process and to provide feedback to modi~ HVOF
process parameters for improved coating quali~y. Of the wide array of possible coatings, we
chose 316 Stainless Steel for its prevalence in corrosion-resistant coating applications and its
susceptibility to oxidation. We then undertook to determine whether or not increased VP and
reduced TP really do produce better coatings, as is widely believed in the industry [1].

EXPERIMENTAL EQUIPMENT AND METHODS

The HVOF equipment used here is a modified commercial TAFA JP-5000 system. The
main modification is the replacement of the factory nozzle by a proper supersonic Laval nozzle
having four different particle injection ports distributed along its length. Kerosene and Oxygen
gas were burned at combustion pressures PC ranging from 65 psi to 120 psi. Oxygen/Fuel
equivalence natios $ were maintained in the range 3.1-4.2.

All particle velocities and temperatures were measured at a standoff distance from the nozzle
exit of 40 cm, in the normal position of a substrate while spraying, according to manufacturer
specifications. VP is controlled directly by the HVOF combustion chamber pressure PC[2, 3]. TP
was controlled by varying the equivalence ratio t) in previous work [2], but is here controlled by
the unique means of changing particle injection location along the length of the nozzle [3,4].
Since TP also decreases with increasing PCfor a given particle injection location (apparently due
to shorter particle residence time in the nozzle), not all TP, VP combinations within the
performance envelope of the HVOF torch are achievable. Nonetheless, by this approach a range
of different coating properties can be obtained.

3 16L Stainless Steel powder (TAFA #1236F) was used to produce representative corrosion-
resistant coatings. This austenitic Stainless-Steel alloy is well-known for its corrosion
protection, tensile strength, and fracture toughness. However, oxidation dramatically degrades

316 Stainless Steel (3 16SS) coatings, reducing ultimate tensile strength, causing embrittlement,
and providing pathways for corrosion to reach the substrate and undermine the coating [5]. The
gas-atomized powder used here has a fine dendtitic microstructure due to rapid solidification. It
has a mean particle size of 34 pm with a standard deviation of 9 pm. 3 16SS coatings were
sprayed onto sandblasted aluminum substrate coupons traversed through the particle stream
while the HVOF spray gun remained stationary.

A two-color optical pyrometer was used to measure the temperature of the 3 16SS spray
particles non-intrusively in flight. Two-color pyrometry involves calculating the ratio of thermal
radiances measured at two different wavelengths [6], here chosen as 800 and 900 nm for
expected palicle temperatures in the 1200-2000 K range. The resulting calibration of 3 16SS

particle TP vs. PC is shown in Figure 1. An uncertainty of about t 60 K is determined at TP =
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1700 K for the “average” particle, but the effective uncertainty in TP for an arbitrary particle is
greater than this due to the breadth of the particle size distribution. The design and setup details
of our pyrometer are discussed elsewhere [3,4, 7].
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Figure I-Calibration of316SS Particle TemperatureTPvs. PCfor2NozzleInj ectionLocations

Particle trace velocimetry was used to measure VP by optically imaging the distance traveled
byaglowing particle overaknown time interval. Anelectronic camera wasusedwitha15psec
exposure time. Again, for brevity the details of the measurement are omitted here, since they are
amply reported elsewhere [3, 4, 7].

450.

400

350

300

----- -----

----- -----

----- -----

,-

A
❑

250-:---+-: ----------------------------::::,,,,,,,,L
200 ! , , , I, ,

J-1
60 65 70 75 80 85 90 95 100 105 110 115 120 125

Combustion Pressure (psi)

Figure 2- Calibrationof316SS Particle Velocity VP vs. PCfor 3 Nozzle Injection Locations
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As shown in Figure 2, rising combustion chamber pressure PCincreases VP due to the effect
of increasing dynamic pressure on the drag force exerted upon the particle by the gas flow.
Measurement errors can arise if the camera fails to register small particles or colder particles,
thus prejudicing the measurement toward the Iar,ger and/or hotter particles. Also, the breadth of
the particle size distribution dictates that an individual particle may vary 1-100 rds or more from
the VP of the “average” particle. Also note that the present VP range is noticeably less than that

of Voggenreiiter et al. [5] (500-620 m/s) or Swank et al. [2] (500-700 rnls). This is explainable, at
least in part, by our shorter-than-standard HVOF nozzle and consequent shorter distance from
particle injection to nozzle exit.

RESULTS AND DISCUSSION

The present test matrix of available thermal spray process parameters spans the ranges of
250< Vp <450 m/s and 1600< Tp <2300 K. Metallography was performed on coatings born

most of the test points in this test matrix. Three typical results are shown in Figure 3 for the
cases of coatings near the high-TP, 10W-VPend of the test matrix, at an intermediate temperature
and velocity,, and near the 10W-TP,high-VP end of the matrix. In all cases the magnification is
200X and an electrolytic oxalic acid etch was used.

The coating of Figure 3a (VP = 275 m/s, TP = 2200 K) shows a bright stainless steel phase
interspersed with a marbled, gray-to-dark oxide phase. Coating oxidation comes as no surprise at

such high TP, well above T1..l~(1648-1673 K). Thus coatings in this HVOF parameter range are
undesirable clue to embrittlement, poor corrosion resistance, Chromium depletion, and porosity.

However, the metallogram of Figure 3b (Vl, = 300 m/s, TP = 1900 K) is indicative of very
high-quality coatings in the middle of the test matrix. “Doughy” particles have undergone plastic
impact to form this compact, low-porosity coating. There is little evidence of gray oxide phase
except for the thin, well-defined splat boundaries. Individual splats having undergone plastic
deformation are clearly visible. Within these splats, the fine dendritic microstructure is a
remnant of the rapid solidification which the alloy underwent during gas atomization [5]. By
comparison, wrought 3 16SS has a large polygonal grain structure comparable in size to the
present spray particles themselves. Voggenreiter et al [8] demonstrate, for Inconel HVOF
coatings, that such low-melted-fraction coatings are far superior in strength to high-melted-
fiaction (high-oxide) coatings. Further, Voggenreiter et al. [5] claim that such coatings show
little effect of VP and no bursting of the sprayed particles with subsequent splatter. Their best
Stainless Steel coatings, like ours shown in Figure 3b, have a porosity of only O.1-0.2%.

The big surprise is Figure 3C (VP = 450 m/s, TP = 1500 K). With even lower particle
temperatures than the case of Figure 3b, coatings at this end of the test matrix were expected to
be the least oxidized and most compact of all. Instead, a pronounced degradation of coating
quality is seen, with Stainless Steel particles interspersed with melted alloy phase and marbled,
gray-to-dark oxide phase. This result directly contradicts the belief within the thermal spray
industry [1] that 10W-TP, high-VP coatings are high-quality coatings. Nonetheless, since all
coatings at that end of our test matrix showed characteristics similar to Figure 3c, there can be no
doubt of it. It was immediately clear to us that this result needed further investigation in order to
understand tlhe discrepancy between results and expectations.



Figure 3- Example 3 16SS Metallograms for a) High -TP, 10W-VPConditions, b) Intermediate
Conditions, and c) Low-TP, High-VP Conditions of the Present Test Matrix.

Accordingly, representative samples from the test matrix were evaluated for Oxygen content.
The results show that coatings from the middle of the test matrix (at intermediate TP, and VP) are
the least-oxidized coatings of all. Even these contain significantly more Oxygen than the
original powder (0.020/0), principally in an oxide shell which forms around the particles during
flight. Otherwise, coating oxide levels are in the range of 0.5-1.0%. (Note that a fractional
percentage of oxides by weight corresponds to a much larger volume percentage.)

Thus the surprising result that serious coating oxidation occurs at high VP and low TP is
cofilrmed. This is a novel discovery, not having been noted in previous literature.

We next examined coating oxidation levels as a fimction of the percentage volume of the
melted phase in the metallograms (obtained via image analysis). An essentially-proportional
relationship was found, meaning that significant melting of metal particles at either end of the
present test matrix is directly related to coating oxidation. This is shown in Figure 4, a plot of the
percentage volume of the melted phase vs. TP for most points of the present test matrix. T~~ltfor
3 16L Stainless Steel is also shown on the TP axis for comparison.
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Figure 4- Percent Volume Fraction of Melted Phase Plotted vs. TP

The challenge to understand Figures 3 and 4 comes down to two questions: 1) Why is
sprayed-particle melting and oxidation so prevalent at the highVP and 10wTP end of the test
matrix?, and 2) Why do the “best” low-oxide, low-melted phase coatings occur some 200-300 K
above T~.l~fix stainless steel?

One possible answer to the first question invoIves substrate temperature. No substrate
cooling was employed in the present tests, and it is known that the high PCvalues necessary to
accelerate particles to high VP tend to raise T,,,~,~,,~.when the standoff distance is held fixed.
Swank et al,, [2] claim coating oxidation is a function of T,U~,,,,~,,not either entrained Oxygen or
excess combustion Oxygen, but Voggenreiter et al. [5] appear to disagree with this. Present
measurements reveal T,U~,t,,~~to be in the range of 500-600 K, which seems much too cold to
promote much oxidation. However, despite such low values of T,,,~,,,~,~,special tests did show at
least some influence of T,U~,,,a,.on coating oxide levels when other parameters were held constant.
This was not enough, however, to fully explain the curious. observations in Figures 3 and 4.

Let us now address the issue of impact heating. The particle kinetic energy, %~VP2 , is
assumed to ‘beconverted into thermal energy mPcATPupon impact, where mP is particle mass and
c is the specific heat of the Stainless Steel. This yields 60< ATP <200 K for the present test
conditions. However, this result is for the “average” particle, and it was noted earlier that the
breadth of the particle size distribution dictates that an individual particle may vary A 100 m/s or
more from the VP of the “average” particle. Taking this fact into account makes ATP due to
impact heating feasible up to 300 K or more for the fastest particles. Thus impact heating must
be considered as a possible contributor in explaining the observed behavior in Figures 3 and 4.

Another relevant issue is that of high-VP particle bursting or splatter. Voggenreiter et al. [5]
surmised that this phenomenon was responsible for oxidation in some of their coatings, and
concluded that the main oxidation occurred in particle interactions with the substrate, not in
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flight. Briefly, if VP is sufficient to burst the oxide shell of the particle upon impact, then

(depending on a sufficient level of T, + AT,), the metallic core of the particle can lique~ and
splatter, leading to a large exposed surface area for oxidation and a high volume fraction of the
melted phase. This hypothetical mechanism is promoted by particle-shell oxides with T~.l,
higher than that of the stainless steel core, such as CrzO~ (T,,,l, = 2700 K). For sufficiently-high
TP, such particles could have solid surfaces and molten cores in flight. Particle shell bursting
then explains the splatter and oxidation which characterizes coating cross-sections at the high-TP

end of out test matrix [3].
Alternatively, at the high-VP, 10W-TPend of our test matrix, particles have spent a minimum

residence time in the hot HVOF jet and may be heated non-uniformly, presenting an apparent
temperature TP to the optical pyrometer which is more characteristic of the oxide shell than the
cooler particle core. When these particles impact at high VP, the oxide shell bursts due to the

impact energy and TP + ATP rapidly liquefies the base metal, potentially causing the splatter and
oxidation which characterize coating cross-sections at the IOW-TPend of the test matrix.

Why, then, are the “best” coatings found in a TP range some 200-300 K above T~.l, for
Stainless Steel? Impact heating, an oxide shell hotter than the particle core, and an illusory shift
due to the “average particle” concept are all candidates for this explanation. It will take further
research to evaluate these issues and discover with certainty the explanation behind the important
but somewhat puzzling observations reported here.

OBSERVATIONS AND CONCLUSIONS

For 316 Stainless Steel HVOF-sprayed coatings, control of the average particle temperature
and velocity over ranges of 1600-2300 K and 250-450 m/s has been demonstrated. By varying
the in-flight particle state via combustion-chamber pressure and particle injection location, a
range of different coating properties can be generated. However, not all of these are desirable
coatings. Metallography reveals that coatings at the highest particle temperatures are undesirable
due to a high melted phase with a high oxide content. Intermediate in-flight particle velocity and
temperature (TP -1900-2000 K, VP -275-325 m/s) produce excellent dense coatings with plastic
deformation of particles and very low oxide content. In such coatings, the properties of the
feedstock powder are directly reflected in the coating itself. These “best” coatings occur for
apparent particle temperatures some 200-300 K above the melting temperature of Stainless Steel,
possibly due to impact heating, non-uniform in-flight particle heating, a refractory particle oxide
shell, and the concept of “average” particle temperature. Surprisingly, coatings with high
particle velocity and low particle temperature produce undesirable coatings containing a high
melted phase with a high oxide content. Reasons for this appear to include impact heating,
impact bursting of the particle oxide shell with subsequent splatter, and possibly the effect of
elevated substrate temperature. Further research is called for to clarifi these issues. An
important lesson learned here for the thermal spray community (at least for the present case of
316 Stainless Steel HVOF coatings) is that coating properties and coating quality are strong
functions of particle temperature and pressure which belie previous oversimplified explanations.
Simply increasing the particle velocity and reducing the temperature do not necessarily lead to
improved coating quality. Until a better understanding is forthcoming, the best coatings can be



had only with carefii attention to these issues, and with feedback from coating metallography.
In particular, the connection between HVOF coatings and those produced by cold gas-dynamic
deposition at still lower TPandhigher VP [9]isnot understood, andpresent work indicates it is
likely to be more complex than was earlier imagined.
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ABSTRACT

In the last two years a remarkable convergence of view has occurred between t
community that advocated the use of non-return-to-zero (NRZ) signals and t
community that advocated the use of solitons. It is now universally thought th
formats that are intermediate to these two classical approaches will ultimately
adopted for high-data-rate communicant ions. Among these intermediate form~
are dispersion-managed solitons which share with NRZ signals the property th
they propagate in dispersion maps and undergo large periodic oscillations al
share with solitons the property that they are periodically stationary and ha
a return-to-zero shape. We have shown that these solitons are less suscept it
to mutual interactions, undergo less timing jitter due to spontaneous emissi~
noise, and are less disturbed by channel interactions in a wavelength dlvisi(
multiplexed system than are st a,ndard solitons. We have achieved a recor
breaking propagation
demonstrated that it
recirculating loop.

of 24,500 km in an uncontrolled channel, and we ha
is possible to study both solitons and NRZ in the sar

1. INTRODUCTION

Historically, there were two formats that were considered for use in high-data-

distance optical fiber communication systems. The first is non-return-to-zero
which one simply spreads the energy from the transmitter, which is just a I

laser diode, over the entire bit window. At the same time, one uses a dispers!

alternating sections of positive and negative dispersion with an average that
zero—to great ly reduce the distortion due to optical fiber nonlinearity. Ther
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significant residual distort ion, but, because the average dispersion is nearly zero, the energy
tends to stay in the bit window that it started in initially. ~ The second format is solitons.
In this case, the energy is concentrated in the mid@le of the bit window so that this signal
is necessarily a return-to-zero (RZ) signal. One then uses dispersion to compensate for the
nonlinear distortion.2 However, there is a price to pay for using dispersion to compensate

for the nonlinearity. Any amplified spontaneous emission noise that leads to a frequency
shift of the soliton also changes its velocity so that the soliton can drift out of its bit
window. This effect, often referred to as the Gordon-Haus timing jitter, has a devastating

effect on the bit error rate, and, as a consequence, soliton systems have never been used
in practice. In principle, one can avoid the negative consequences oft iming jitter by using
soliton control—either sliding filters or some sort of active modulat ion.2 However, these
cent rol systems are difficult to implement in systems.

In the last three years intermediate formats have evolved that appear to combine the
advantages of both of these approaches and eliminate most of their disadvantages. On the
one hand, by introducing dispersion management to soliton systems, we and other groups
have discovered that it is possible to greatly reduce the timing jitter due to spontaneous
emission noise while maintaining a good signal-to-noise ratio,3 that the mutual interaction
of solitons i.s reduced so that users may space them closer together,4 and wavelength
division multiplexing performs as well or better than is the case for standard solitons.5 On
the other hand, other workers have found that by using RZ signals in systems that were

originally designed to carry iVRZ signals it is possible to significantly enhance the system
performance.6

In Sec. 2 of this article, we will review our own work on dispersion managed solitons
and review their advantages. In Sec. 3 of this article, we will discuss our work compar-
ing RZ and NRZ signals in the same system and our new, record-breaking propagation
experiments. Section 4 contains the conclusic)ns.

2. DISPERSION MANAGED SOLITONS

Smith, et al.~ pointed out at any early stage of the investigations into dispersion managed
solitons that for a given average dispersion, the energy in a single solit on is larger than
would be anticipated from the theory of classical solitons by an amount referred to as
the enhancement factor. In our own studies, we also found this enhancement factor,4 as
shown in Fig. 1, when the strength of the dispersion management increases.. This strength
is parametrized by a parameter -y = 2 [(/31—~) L1 —(P2 —@)L2] /~~, where /31 is the dispersion
in the first leg of the dispersion map of length L1, 62 is the dispersion in the second leg

of the dispersion map of length L2, @ is the abverage dispersion, and I-. is the full width at
half maximum. In the case shown in Fig. 1, we set L1 = L2 = L~~P /2, where Lmap is the

total length of the disersion map, although we also verified that the results are insensitive
to the choice of the map; they dep&d only on ~. Effectively, v gives the ratio of the
map length to the local dispersive scale length. When it is one or greater, then the pulse
shape will change significantly in one leg of the map. In addition, we found an increase
in the stretching factor, the ratio of the maximum to the minimum temporal full width

at half maximum during the evolution in one period of the dispersion map. Furthermore,
we found an increase in the time-bandwidth product. This increase was accompanied by
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The increase in the enhancement factor is accompanied by a reduction in the timing
jitter as shown in Fig. 2. This result was obtained both theoretically and experimentally

and was one of our earliest successful comparisons of the two in our system.3 From these

results, we were able to infer that our filters were too strong. As a consequence we re-

placed our 1.3 nrn bandwidth filters with 2.8 nm bandwidth filters which allowed us to

obtain the record-breaking results described in the next section. Additionally, we noticed

a discrepancy in our simulations between the predictions of the enhancement factor for

the reduction in the timing jitter and what was actually observed in some cases. This

result led us to a linearization approach for determining the noise contributions that is

both more efficient and more accurate than standard Monte Carlo simulations and may

some day replace them.8
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FIGURE 3. Variation of the interaction length as a function of -y.

The increase intheenhancernent factor isat first accompanied by a decrease in the
strength of the mutual interaction, which in turn leads to an increase in the interaction
length as ShOWII in Fig. 3.4 Thus, the use of dispersion management allows the user to

either space the l-bits closer or to obtain a. longer propagation length. “However, this

result only holds up to ~ M 3. Beyond that point, the interaction length decreases and at
v N 6 becomes worse than for a standard soliton. This effect is due to a combination of the
increased stretching shown in Fig. 1 so that the tails of the solitons interact more and the
increased tails even at the point of maximum compression. This effect sets an optimal value
for ~ which roughly equals 3. An interesting effect that is also observed in Fig. 3 is that the
interact ion length becomes independent of the phase relation between neighboring solitons
when -y 23. This effect occurs because the large dispersion management destroys the phase
relationship between the neighboring solitons. By contrast, standard solitons of opposite

signs always repel each other so that the interaction length is infinite. Thus, the optimum
~-value corresponds to the point at which the effects of the dispersion management become
equal to the effects of the nonlinearity.

Finally, in Fig. 4, we show a comparison of the timing jitter due to the mutual in-

teraction for an eight channel WD.M system with three different dispersion maps,5 both
with and without filtering. In all three cases the average dispersion is the same. In the
first case, the dispersion is held constant. As expected this case is by far the worst eaqe.
The reason is that as the soliton amplitude changes between amplifiers, the ideal balance

between dispersion and nonlinearity is disrupted. Consequently, there is four wave mixing
that leads to significant timing jitter. In principle, one can avoid this difficulty by using
an exponentially tapered dispersion profile. In the case of an unfiltered system, this ta-
pered system corresponds to a system that obeys the nonlinear Schrodinger equation and
is therefore completely integrable. Nonetheless, significant timing jitter results. First, even
ideal solitons undergo time shifts when they interact. Second, neighboring solitons in the

same channel are sometimes jittered close to each other and they then attract due to the
mutual interaction. This effect accounts for the tendency for the average jitter in some of

the channels to suddenly jump. Even in a filtered system, the timing jitter in the expo-
nent ially tapered system is significant. Remarkably, we find that the dispersion-managed
system actually performs Mter than the exponentially tapered system both in the filtered
and unfiltered systems. Since the dispersion-managed system is far easier to construct,
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tering. For the cases shown, the frequency separation of the channel is six times the

FWHM channel bandwidth.

there is clearly no advantage at all to using an exponentially tapered system. We note as
an aside that the results shown in Fig. 4 apply when the channel spacing is six times the
full-width half maximum (FWHM) channel bandwidth. We also made a similar calculation
when the channel spacing is twelve times the FWHM channel bandwidth and found that
the exponentially tapered system performs slightly better than the dispersion-managed
system, but, even in this case, there is no advantage to using an exponentially tapered
system because it is so much harder than the dispersion-managed system to construct.

In a practical system, one must always have some amplitude margin, and it is therefore
impossible to create the precise circumstances required to obtain periodically stationary
pulses except in single-channel systems with sufficiently strong filtering to force the initial
pulse shape into an exact dispersion-managed soliton. However, it is apparent that operat-
ing with dispersion-managed solitons-+x as close as practically possible-has significant
advantages over both classical solitons and classical INRZ signals, as shown in Fig. 5. A
dispersion-managed soliton system shares with an NRZ system the advantages that no
sliding or other form of control is required for it to work well. This advantage is closely
coupled to the advantage that the average dispersion can be held quite low, like in an
NRZ system, so that the timing jitter due to spontaneous emission noise is small. At the
same time, a dispersion-managed soliton system shares with a classical solifon system the
advantages that no final dispersion compensation is required and there is no accumulated
distortion. A further advantage that the dispersion-managed soliton system shares with
a classical soliton system is that it is relatively simple to model what is happening in the
system which in turn makes the system easier to design.
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FIGURE 5. Relative advantages of NRZ signals, standard solitons and dispersion-

managecl solitons (periodically stationally pulses) are compared. The combination of low

dispersicm and stationarity implies that dispersion-managed solitons apparently combine
the best features of NRZ and standard soliton systems.

3. FORMAT CONVERGENCE

Because one cannot precisely control the amplitude of the signals in a practical WDM sys-
tem, the distinction between dispersion-managed solitons and return-to-zero (RZ) signals
becomes gray in practice. There is a continuum of init ial conditions with which RZ signals
can successfully propagate which includes signals that are exactly periodically stationary
as a special case. Even in a filtered system––and all our experiments thus far have been
filtered-there is a long transient that is typically around 10,000 km before the system
settles down to periodically stationary behavior. ‘This distance is around the maximum

possible length for practical systems! In practice, therefore, we consider the long battle

between solitons and NRZ as the format of choice to be over. The winner is an intermedi-

ate format that allows the user to combine the advantages of both; the two formats have
converged.

We originally constructed the recirculating loop in which we did our soliton experi-
ments in orcier to be able to compare both soliton and NRZ signals in the same recirculating
loop. We succeeded in this goal as shown in Fig. 6. Since our central purpose has been to

determine the physical effects that lead to errors in both the soliton and NRZ systems, we
developed a unique diagnostic that allows to assess the source of errors. In a bit error rate
detector (BERT), the incoming optical energy is integrated over a single bit and turned

into an electronic signal. If that signal is above a threshold that is set by the user it is

counted as a 1, and if it is below that threshold it is counted as a O. By changing the
threshold and plotting the threshold values at which the error rate is greater than 10–6,
we can obtain some insight into the source of the errors. We found in our experiments that

the source of errors for the solitons was the growth of spontaneous emission noise in the
0’s; we found that the source of errors for the NRZ signals was intersymbol interference in

the 1’s.9 It was the success of our experiment with the solitons, showing that timing jitter
.
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of the 1‘s did not limit the system in contrast to standard solitons, that suggested that we
should increase the bandwidth of the filters. Increasing the bandwidth of the filters from
1.3 nm to 2.8 nm allowed us to obtain a record-breaking 24,500 km propagation with an

error rate of less that 10–9 in a system with no sliding filters or active soliton control. 10

4. DISCUSSION AND CONCLUSIONS

In the last three years a remarkable shift has occurred in the way in which the optical

fiber communication community views the possible communication formats. It used to be

thought that the soliton and ATRZformats were fundamentally different and that one had to
choose between them. Recent work has shown that in fact these two formats are connected

by a continuum of possibilities and the best formats lie somewhere in the middle. We have

explored dispersion-managed solitons, one element of that continuum, and we have shown
that it shares many of the advantages of both classical solitons and NRZ while eliminating
their disadvantages. A unique feature of our work has been the careful comparison of

theory and experiment with an emphasis on determining the physical origins of the errors
in communications systems.

In the future, we will push forward to experiments at 20 Gbits/sec and higher and to

WDM systems, but our emphasis throughout will be on determining the physical sources
of errors and on a careful comparison of theory and experiment. Since the large telecom-
munication companies are not doing this, we believe that we have a unique and important

contribution to make to the development of future high data rate communicant ion systems.
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ABSTRACT

The objectives of our research are to improve our understanding of the mechanisms
underlying the formation of complex spati~temporal patterns in systems that are driven
outside of thermodynamic equilibrium, to characterize the macroscopic properties of
such states, and to apply the methodology to situations of interest in fluid physics and
engineering. Current research focuses on pattern formation, secondary instabilities and
the transition to spati~temporal chaos in parametrically driven surface waves, and the
development of hydrodynamic equations at the mesoscopic level to model short length
scale phenomena that fall beyond a conventional hydrodynamic description.

INTRODUCTION

Fluid systems have provided a wealth of information on a variety of nonlinear phenomena that
include bifurcation and instabilityy, pattern formation, front propagation, localized and traveling
states, intermittence, spatio-temporal chaos, and turbulence. Many fluid systems have become
paradigms of one or more of these fundamental phenomena and thus have been studied exten-
sively both theoretically and experimentally. Among the reasons why fluids have received such a
widespread attention from the nonlinear dynamics community we note the clear separation between
time and length scales that make them especially amenable to theoretical treatment, the relative
ease with which accurate experiments can be performed, and, finally, the fact that many of the
physical parameters that characterize the properties of the fluid can be measured with sufficient
accuracy. As a consequence, the study of fluid instabilities and the ensuing formation of patterns
has become one of the major fields of study in nonlinear physics today. Of particular concern to us
is the study of large aspect ratio systems, both because they have been a very fertile area of exper-
imentation recently, and because renewed importance has been given to a statistical description of
such extended systems.

A great deal of our research effort has been devoted to the study of parametrically driven surface
waves (also known as Faraday waves) in the large aspect ratio limit. Faraday waves are an ideal
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laboratory in which to explore cooperative behavior in extended, quasi-Hamiltonian systems, and
has been the subject of intense study during the past few years. Active modes above threshold are
only weakly damped (or not damped at all in the inviscid limit), so that the governing equations
are close to being purely Hamiltonian in nature. This is in contrast to other widely studied pattern
forming systems in which overdamped motion is dominant. One important by-product of this
research activity has been the discovery of stable quasi-periodic patterns (the analog of quasi-
crystalline states in solids). We anticipate continued activity in this field in a number of diverse
topics such as the nature of the chaotic state, elucidating mean flow effects and spiral patterns,
tracer transport by nonlinear waves in periodic, quasi-periodic and disordered patterns, and perhaps
in using this system as a door to further explore quantum chaos by exploiting the wave nature of
a quantum system vis a vis the Hamiltonian nature of Faraday waves.

We also briefly touch upon a separate area of research that, although focusing on nonlinearity
in fluid systems, addresses issues different from those discussed above. It concerns a mesoscopic
description c~fa fluid system to study m-orientation dynamics of a lamellar structure. Such a
mesoscopic approach has already been used to study interracial motion and microstructure eve+
lution in mul.tiphase flows. As developed, the model naturally accommodates topological changes
in two-phase interfaces, phenomena that fall beyond classical macroscopic fluid mechanics. We
are currently investigating short scale phenomena such as contact line motion and the rheology of
lamellar structures in block co-polymers. These IIattermaterials are expected to display interest-
ing properties associated with their strong anisotropy, and also to serve as convenient patterning
substrates since their wavelength can be easily adjusted by modifying the length of the polymer
chain. Typical kunellar spacings are of the order of 100 & and hence a continuum hydrodynamic
description ifsnot expected to be valid. A mesoscopic model appropriate for block c~polymers
has been developed, and we are currently investigating there-orientation dynamics of a disordered
lamellar structure and its interaction with an externally imposed shear.

FARADAY WAVES

Parametrically driven surface waves (also known as Faraday waves) can be excited on the free
surface of a fluid layer that is periodically vibrated in the direction normal to the surface at rest

if the amplitude of the driving acceleration is large enough to overcome the dissipative effect of
fluid viscosity [1, 2]. Despite the simplicity of the configuration this system displays a large number
of features that are characteristic of strong nonlinearity, and has served as a prototype of many
nonlinear phenomena that are currently under active investigation. Among them we mention the
discovery of stationary quasi-periodic patterns of surface standing waves (the analog of a quasi-
crystal in solid state physics) [3, 4], the transition to spati~temporal chaos [5], the coexistence
of chaotic almdregular regions in an extended system, and a laboratory for detailed studies of
turbulence [6].

Our study focuses on the large aspect ratio limit in which the lateral dimensions of the system
are much larger than the wavelength of the wave, and sufficiently close to threshold of the primary
instability SC)that the description can be made at the level of slow modulations of a base pattern of
standing waves. We first touch upon the salient features and results of the weakly nonlinear regime
above onset, and especiaUy the interplay between two small parameters: the dimensionless distance
away from threshold s, and the viscous damping parameter ~. We then discuss recent progress on
pattern selection. It is now known that different, wave patterns can be excited depending on the
fluid properties and the driving frequency. At high viscous dissipation (a fluid of large viscosity
and/or a low driving frequency), the observed wave pattern above threshold consists of parallel
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stripes [4]. For lower dissipation, patterns of square symmetry (combinations of two perpendicular
plane waves) are observed in the capillary regime of large frequencies [7, 5, 3, 4]. At low frequencies
(the mixed gravity-capillary regime), higher symmetry patterns have been observed: hexagonal
[8, 9], and eight- and ten-fold patterns [9]. We finally discuss briefly recent results on secondary
instabilities and the transition to a spati~temporal chaotic state.

Standing wave amplitude equations

Consider a semi-infinite fluid layer, unbounded in the x – y direction, extending to z = –m,
and with a planar free surface at z = O when at rest. The fluid is assumed incompressible and
Newtonian. Under periodic vibration of the layer in the direction normal to the surface at rest, the
equation governing fluid motion (in the co-moving reference frame) is the Navier-Stokes equation
with an effective periodic gravitational field. This equation is supplemented by standard boundary
conditions describing the kinematics of an infinitely thin fluid surface, and momentum conservation
at the surface (allowing for capillarity). The base state is a quiescent fluid with a time dependent
pressure. Linearization of the governing equations and boundary conditions around the base state
leads to the following equation for each Fourier component ~~(t) of the surface displacement [10],

(crk3
&~& + 4vk28& + ~

)
+ gk + 4v2k4 + kj COStit ~&

(1)

where v and p are the kinematic viscosity and density of the fluid respectively, a the interracial
tension, g the intensity of the gravitational field and ~ the amplitude of the periodic driving
acceleration of angular frequency u.

The linear stability of the fluid layer was first addressed in the inviscid limit by Benjamin and

Ursell [11]. Equation (1) with v = O reduces to the Mathieu equation for <k(t), the solutions
of which are well known. A set of instability regions (or “tongues”) appear in a (k, f) diagram
that intersect the f = O axis. Solutions within these regions are oscillatory with frequency Wn =
*w, 72 = 0,1,2,... and an exponentially increasing amplitude. The fact that the unstable
regions intersect the ~ = Oline indicates that there is no threshold for instability. The limit of small
viscous dissipation has been considered by adding a phenomenological damping term to the Mathieu
equation (identical to the the second term in the left hand right of Eq. (l)). Damping removes
the degeneracy of the inviscid modes and introduces a finite threshold value of ~ for instability
which is a function of n. The lowest threshold corresponds to n = O and hence to subharmonic
resonance. The threshold value in this approximation is, ~. = vkowo/2, where the wave number

k. is determined by the resonance condition and the linear dispersion relation for inviscid waves
u/2 = U. = gko + ok~/p. At the linear level in the surface variables, the leading order contribution

to damping (of order v) is due to bulk damping of the irrotational flow component. The rotational

component contribution appears in the integral kernel of Eq. (1) and its leading order scales as
~3/2.

More recently, an exact albeit implicit expression for the instability threshold for arbitrary vis-
cous dissipation has been given in [12]. We quote here an approximation valid for small viscous
dissipation. Define dimensionless variables by using l/w. as the time scale, and l/k. as the length
scale. We also define a reduced wave number ~ = k/k., a viscous damping coefficient ~ = 2vk~/wo,

the gravity wave G = gko/w~ and capillary wave Z = ak~/~/j contributions to the dispersion rela-
tion, and the dimensionless amplitude of the driving acceleration A = fko/4w~. G = 1 corresponds
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to a pure gravity wave while G = 0 to a pure capillary wave. For T <<1, we have found

The first correction term is proportional to T3i2, and arises from the rotational flow component.

The derivation of nonlinear amplitude equations for surface waves is greatly simplified in the

case of an ideal (inviscid) fluid. In this case there exists a Hamiltonian formulation in which

the canonically conjugate variables are the surface displacement and the velocity potential at the

free surface. As a consequence, early analyses of Faraday waves were based on the Hamiltonian

description of the inviscid limit, and treated viscous or dissipative effects as a perturbation [13, 14,

15]. An expansion of the ideal fluid equations to third order in the wave amplitude Aj (T), where

T = d is a slow time scale, yields,

(3)

where II are real functions of the angle between the j-th and k-th wavevectors. Since the coefficients

of the cubic terms are imaginary, these terms dc} not contribute to wave saturation. This is also

a manifestation of a general symmetry principle in Hamiltonian (or reversible) systems that pro-

hibits reaz cc)efficients of cubic nonlinear terms in standing wave amplitude equations [2]. Several

mechanisms have been proposed to account for nonlinear saturation. In the limit of low viscous

dissipation, Hamilton’s equations have been supplemented with a dissipation function [13, 14, 15],
which is computed under the assumption that the dominant contribution to viscous dissipation

arises from the irrotational velocity field in the bulk, and not from dissipation near the free sur-

face (where vorticity is produced). This assumption is based on the relative scaling with ~ of the

irrotational and rotational flow contributions at the linear level discussed above. This procedure

leads to imaginary components in the coefficients of the cubic terms of Eq. (3), and therefore to

wave saturation. The precise functional form of the coefficients obtained by this method is still

somewhat ccmtroversial [15, 16].

More recently, we have argued that rotational flow contributes at order T to the coefficients of

the cubic order terms in the amplitude equation, and hence cannot be neglected compared to the

irrotational contribution, even in the limit of sma,ll ~ [17]. In other words, a nonlinear theory must

be based on a viscous formulation from the start no matter how small viscous dissipation is (the

limit ~ + O is singular). Second, we have shown that the dominant mechanism of wave saturation

involves dissipation through linearly stable second order waves. Their damping coefficient is ~, and

their amplitude proportional to l/T. It can be shown that their contribution to the coefficients of

the cubic order in the amplitude equation becomes dominant at small ~. For a driving amplitude f
above the threshold fo, define e = (f – fo)/fo. The flow is expanded as u = E1/2uo+su1+s3/2 u2+. . .

Near threshold, i.e., for E <<1, the slow time scale is T = d. At order #2 one recovers the linear

problem. The solution at this order is written as a linear combination of waves with wave vectors

& of magnitude Ic...,t but along different directions on the z-y plane,

(0 = ~ cos(k~ . X) Bn(T) ~ d“iwti2ej + c.c.,
m j=l,3,5,...

where Bn (T) are real wave amplitudes, functions only of the slow time scale T, and the ej are
amplitudes given by the linear solution. At order e312a solvability condition appears that leads to
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Figure 1: Left: Schematic representation of a triad resonant interaction: two linearly unstable

modes ~ and ~ interact to produce a linearly stable mode. This mode interacts with —kn
leading to a resonance with ~. Right: Selected patterns as a function of fluid viscosity and

driving frequency. The symbols are the experimental results of [8]. x, stripe patterns; ❑, square
patterns; and, A, hexagonal patterns. Alternating x and EI indicate regions in which stationary

mixed stripe and square patterns were observed.

a standing wave amplitude equation for a particular unstable mode 131,

dB1—=
dT

C@ - goB~ — ~ g(6~l)13~Bl,
m+ 1

(4)

with Oml the angle between ~ and kl. The coefficient a is the linear growing or decaying rate of

this wave, and can be obtained from the linear analysis. The coefficient g(0) describes the nonlinear

interaction between different linearly unstable modes, and provides for the saturation of the wave

amplitude. Figure 1 shows two linearly unstable modes with wave vectors ~ and ~ ([kml = ]~ I =
/cOn~,t).They interact to produce a wave at ~ + ~ with an amplitude proportional to BmB.. This
mode corresponds to a first order solution. Now & + k couples back to the Origkd wave at –k

to give a contribution 13~B~to dB~/dT. Since the mode&+ ~ is damped (only waves with wave

numbers near kon=t are unstable), this is a dissipative term and contributes to nonlinear saturation

of the wave. Furthermore, triad resonance occurs when the frequency of the mode km + k equals
the driving frequency (the modes & and ~ oscillate at half the driving frequency). Energy is

now directly transferred into this mode which can have a very large amplitude at low damping.

This coupling provides a dissipation channel for the mode ~, so that dissipation is enhanced by

triad resonance and results in a large value of g(Omn) in the vicinity of the resonant angle. The

resonant angle can be estimated from the inviscid dispersion relation, written in dimensionless

form, G2 = GE + Zi3, with k = 1, and ti2 = G + X = 1 for the linearly unstable mode. A
stable mode will be in resonance when ti = 2, and the resonant wave number i, = [km + ~1

satisfies ~r (G+ ~k~) = 4. If 6r is the resonant angle between ~ and ~, k. = ~ 2(1 + COSO,),the
resonance condition becomes

J(21 + cos6r)[G + 2(1 + COS0,)2] =4. (5)
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Because G + Z = 1, this condition can only be satisfied when Z > 1/3. For finite damping, the

resonance condition is modified. More generally, three wave resonant interactions are permitted

when the dispersion relation of the wave satisfies 82 w/0k2 > 0, as is the case in the capillary

regime. For gravity waves i32ti/dk2 <0, and only four wave resonant interactions are possible.

Triad resonance is expected to be significant only at low damping because of the damped nature of

the stable wave. In fact, we have shown that a sequence of quasi-periodic patterns of increasingly
higher symmetry is expected when the triad resonant angle approaches zero (around Z = 1/3) and
with decreasing ~ [12].

Since the standing wave amplitude equation (4) can be written in gradient form, the selected

pattern near threshold immediately follows by minimization of the associated Lyapunov function

[2]. The experimentally observed regular patterns above onset consist of N standing waves, with

uniform amplitudes and wave vectors k, m = 1 . . . N. Our results are summarized in Fig. (1).

In this figure we also show a set of recent experiments involving fluids of different viscosity by

Kudrolli and Gollub [8]. The figure shows the symmetry of the predicted patterns as a function of

the viscosity of the fluid and of the driving frequency (with the appropriate experimental parameters

p = 0.95g/cnm3 and o = 20.6dyn/cm), together with the experimentally observed patterns. They are

stripes at high viscosity, hexagons at low viscosity and frequency, and squares at low viscosity and

high frequency. Two significant discrepancies concern the experimental observation of a hexagonal

pattern at v = lcm2/s and low frequency, and also at v = 0.04cm2/s and f = 27Hz. It is possible
that the shallowness of the fluid layer (0.3 cm, smaller than the wavelength of the waves 1-3 cm)

can account for these difference. The low viscc,sity and large aspect ratio range has also been

studied experimentally in [9]. When the driving frequency is decreased from 45Hz, a transition

from a N = 2 square pattern to a N = 3 hexagonal pattern was observed at approximately 35Hz,

and to a quasi-periodic N = 4 eight-fold pattern ;at approximately 29Hz. Our predictions for these

transitions are 35.4 Hz and 28.7 Hz respectively.

Transition to spatio-temporal chaos

In order to study secondary instabilities of the base pattern and the transition to spati~temporal

chaos, we have developed an order parameter mod,el that preserves the original rotational invariance

of the fluid equations [18]. With this model, we have found roll-like and square patterns near

onset of the parametric instability, and various secondary instabilities (Eckhaus, zig-zag, transverse

amplitude modulation). The Eckhaus stability boundary is found to be reentrant as a function

of e, and tc) cross the transverse amplitude mc~dulation boundary at a finite value of E. This
fact provides a mechanism for the finite threshold observed experimentally for the appearance of

the transverse amplitude modulation [5, 7]. Numerical solutions of the model are in agreement

with this bifurcation diagram, and also reveal the existence of a transition to spati-temporal

chaotic states. This transition is seen to occur because of the interplay between the stability

regions corresponding to the Eckhaus instability and the transverse amplitude modulation. For a

sufficiently large value of ~, the amplitude of the transverse modulation becomes time dependent,

its dynamics becoming increasingly complex as s increases, ultimately leading to chaos. Power

spectra of temporal fluctuations in the chaotic state are broadband, decaying as a power law of

frequency with an exponent approximately equal. to four.
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FLUID DYNAMICS OF LAMELLAR STRUCTURES

Moving boundary problems are encountered in a variety of fields such as phase change, solid-

ification studies, or multi-phase flows. In them, the relevant variables satisfy partial differential

equations in one or more bulk regions subject to boundary conditions specified at moving interfaces.

The position and motion of these interfaces has to be determined simultaneously with the solution

inside the bulk. Analytic solutions are rare, and computational approaches are very demanding

because of the need to track the location of the moving boundaries. A complementary methodology
involves a mesoscopic description of the system in which any boundary of separation (infinitely thin

and without structure in the classical macroscopic approach) is effectively replaced by a transition

region of small but finite width by defining a suitable order parameter [19]. All magnitudes are

then continuous throughout the entire system, with some of them changing rapidly over length

scales of the order of the width of the transition regions. The main advantage of the method is that

both domain interiors and interracial regions are treated on an equal footing, and hence a single

set of governing equations is solved throughout the system. The location of the interfaces appears

naturally as part of the solution: the regions in which the order parameter changes between the

values corresponding to each phase. Shortcomings of this method include the need to resolve the

transition region (thus limiting the range of length scales that can be studied in practice numer-

ically), and the need to explicitly model the physical behavior of the system at the mesoscopic

scale. The latter is beyond the scope of clsssical thermodynamic treatments, and hss to be dealt

with phenomenologically, with the requirement that the mesoscopic model has to reduce to the

known macroscopic model in the limit of vanishingly small interracial thickness. This is in itself

an active area of research, with established results only for the simplest models. Computationally,

the approach has yielded a number of successes in the areas of phase change (Ginzburg-Landau

or Cahn-Hilliard equations), and solidification (phase field models). In both cases, the models

that have been used are purely dissipative. When studying multi-phase flow, however, reversible

contributions (non-dissipative) are importad and have to be explicitly included.

We are currently using this methodology to study shear alignment of block c~polymers near

the isotropic-lamellar transition. Below the transition point, the material forms a locally periodic

composition pattern (the so-called micr~phases) with characteristic wavelength of the order of 100

~. The effect of an imposed periodic shear on the resulting textured domain structure is being

analyzed in order to determine the mechanisms controlling re-orientation dynamics, the motion of

topological defects, and the evolution towards a microscopically ordered system.
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ABSTRACT

The results of research on developing nonlinear modeling techniques for control
and channel equalization are presented. The techniques are based on probing the
structure of unknown “black-box” nonlinear system by external driving and building
inverse nonlinear models directly from data.

INTRODUCTION

Traditionally, for ease of operation and analysis, technological systems (manufacturing sys-

tems, power plants, communication systems, etc.) have been designed to behave in as linear a

manner as possible. Increasingly tight specifications, environmental considerations and economic

pressures are pushing the operational windows into regions where assumptions of linearity tend

to break down. Standard linear techniques for system identification and control do not work for

nonlinear systems, and new approaches to the problem are needed. In this paper we present our

results on developing tools tools for building nonlinear models for low-dimensional systems based

on experimental data (in particular, input/output time series) and developing cent rol techniques

exploiting these models.

In the last decade, significant progress was achieved in the control field. Complex multivari-

able control schemes are now routinely applied in a number of industrial sectors. It must be

noted however that most of these control schemes are essentially linear techniques based on the

assumption that the process in hand is itself linear. These techniques are bound to fail in the
operational regimes in which the system behaves nonlinearly. Control theorists started to recog-

nize this challenge[l]. Extensions of model predictive control have been proposed to deal with

nonlinear systems, either using local linear approximations [2], or by solving complex dynamic

nonlinear optimization problems on-line [3].



On the other hand, in the nonlinear dynamics community a great interest in controlling low-

dimensional chaotic system was initiated by the pioneering work by Ott, Grebogi, and Yorke

(O GY)[4]. In this line of work, a local model of system dynamics near the desired periodic orbit

is learned from the scalar output of the autonomous system and then used to adjust the value of

an (arbitrary) control parameter to bring the system to the stable manifold of the desired orbit.

The model c)perates in the embedding phase space which is reconstructed using well-established

numerical methods[5]. It is crucial to the control of nonlinear systems exhibiting chaos that the

control methlods be employed in the multivariate reconstructed phase space.

OGY method works by linearizing the dynamical equations in a small state space neighborhood

of the target trajectory and controlling only when the system state enters that neighborhood. This

method requires knowledge oft he stable and unstable manifolds oft he target trajectory, and this

must be learned from the data or from a good model of the dynamical system. Similarly, in the

occasional proportional feedback (OPF) method [6, 7, 8], a simple linear feedback controller is

used in a small neighborhood of the target trajectory, with the same argument that the system

will eventually enter this neighborhood, where ccmtrol is easy.

Another class of chaotic control schemes attempts to drive a system such that an arbitrary

goal trajectory is tracked. To this end, open-loop (“entrainment”) control schemes have been

suggest ed [9, 10, 11, 12, 13, 14]. Originally, entrainment control was utilized on known dynamical

systems where the controlled inputs directly affect each state variable of the syst em[9]. Later this

met hod was generalized for reconstruct ed dynamical systems[ 11] and an arbitrary combination of

inputs. However, once again it was assumed that the inputs are able to entirely specify the state

of the dynamical system[12]. Clearly, the number of controlled inputs cannot be less than the

state dimension oft he underlying dynamicals yst em when using this control scheme. Additionally,

the stability of this open-loop control scheme cannot be guaranteed unless certain conditions are
fulfilled. In particular, goal trajectories must be contained within “convergent” regions[lO, 12] of

the state-space.

In the present paper, we expand and modify the entrainment control approach in the following
ways. First, it is assumed that the state-space system to be controlled is single input/single output

and the equations describing the state-space dynamics are unknown. It is assumed there is only

a single input to the system, “full-state control” will not be possible. By choosing the proper

input trajectory, the output of the system should track a desired output trajectory. Finally, as

the system to be controlled is assumed to be unknown, the proper input will be found using only

an input/output time-series from the system. ‘This approach is particularly useful for chaotic

systems, where it can be difficult to determine a state-space model which accurately describes the

global behavior of the system using standard methods of identification.

Since our method utilizes time-series data from the system to compute the proper controlled
input, we C2Lll this approach data-based control trajectory planning. In order to accomplish this

task, input/output identification data which characterizes the dynamics of the driven nonlinear

system are needed. The identification data consist of a time-series collected from the driven

system with. random variations in the driving input. The set of goal trajectories which can be
tracked by this control scheme should consist of the set of all trajectories which are possible for

the driven system, which is larger than the set of trajectories of the autonomous system.

We have also applied these ideas in areas of signal processing and communications. Indeed, the

most crucial, part of a communication system is the channel. Nonlinear and dispersive distortions

as well as a,dditive noise and attenuation limit the channel capacity. Usually, transmitter and

receiver are carefully designed as to minimize the effect of noise and distortion on signal prop-



agation. Nevertheless, since it is impossible to avoid distortions completely, methods for signal

recovery are being developed. Here we demonstrate how to learn the nonlinear properties of the

channel on the basis of sample input-output data, build an inverse model, and use it to recover

the transmitted (and corrupted) information.

INVERSE NONLINEAR MODELING

For linear systems, a well established theory of optimal inverse modeling has been developed

(see, e.g. [15]). This theory tells us how to reconstruct an input signal from a given output signal.

This is a process of inverse modeling, or deconvolution. If z(t) is an input, g(t)is an output of

the system which has impulse response ~(t), then the inverse model with impulse response g(t)

is designed in order to make its output signal z’(t) as close to x(t) as possible. It is easy to see

that going into Fourier space and taking simply

(1)

provides the desired deconvolution for a linear channel (F and G are Fourier images of j and

g, respectively). However, it is well known that in general it is impossible to build a stable

causal system which realizes this operation, although good approximate deconvolution may still

be possible [15].

For nonlinear systems the situation is more complicated because they cannot be described by

a unique impulse response function. Only a full set of nonlinear differential equations (or maps

in the case of discrete time series) can provide complete information:

du
— = F(u(t), z(t)),
dt

?J(t) = /l(u(t))o (2)

Here u denotes a d-dimensional vector of variables describing the system dynamics, and y(t)is an

output. Note that even if we are given this information, it is not at all clear how to “invert” the

system to get the optimal deconvolution of the original signalj namely? to build an inverse system

: = G(v(t), g(t)),

z’(t) = p(v(t)). (3)

The basic idea of building an inverse nonlinear model is the following. Suppose we do not

know the equations describing the nonlinear system, instead we do have a sample input signal

x~(t) and the corresponding output y~(t). That is, we have observed an input x~(t) and an output

y.(t) of the system of interest. The sample signal should be long and complex enough to drive
the system throughout its state space. If we deal with a finite-dimensional system, as (2), then
using this pair of signals one can build a model for this input-output system in the form [16]

y(t) = P(?J(t – T), ?J(t – 2T), ... . ?J(t– ?-nT), z(t), z(t – T), ....z(t– (1– l)T)), (4)

where T is an appropriate e time delay and -P is a differentiable function.



Our goal here is in a sense inverse: we are looking for a model expressing

through a sequence of outputs:

z(t) = Q(’y(i),y(t – T), y(t – 2T), ....y(t– rnq),

the input signal

(5)

or, more generally,

z(t) = Q(?J(t+ m), .... ?J(t+ T), ?J(t), ?J(i – T), ?J(t – 2T), ....?J(t – mz’)), (6)

No general rigorous results are known concerning the possibility of constructing this type of model

(for some particular cases see [17]). Clearly, depending on the type of input signal and the type

of system this may or may not be possible. We argue, however, that in a number of physically

important cases a reasonably good approximate preconstruction of the type (6) is indeed possible

(see below Section 4).

SYSTEM IDENTIFICATION, MODELING AND CONTROL

Suppose the system driven by external signaI ~(i) is given by Eq.(4) For the purpose of open-
loop trajectcmy planning, the input sequence z(t) should be determined as a function of a desired
output sequence y(t). Using the implicit function theorem, eq. (4) can be locally inverted as

x(t) = Q[?J(t + T), y(t), y(t– T), ?J(t– 2T),..., y(t– (1 – l) T), z(t– T),..., $(t– (m – l) T)] (7)

Given the g terms (the values of the goal traject ory), this equation represents an m-dimensional

non-autonomous mapping for the desired control z. Just as in case of modeling the output

dynamics (4), this inverse map can be recovered from the data by using local polynomial models

in the space of delayed versions of y and u. Once this map is determined locally, it can be used

to calculate the “one-step ahead” control move ~(t) that will give the desired reference output

?J(t + 2’) .

Two pro’blems may be encountered utilizing this local inversion process. First, it is possible

that the control needed to produce the desired output is not contained in the data set. In this

case, further identification wit h an input signal which has either a larger magnitude range or a

wider frequency range may be needed. Second, the mapping Q from (7) is not guaranteed to

be unique. For non-unique inverse mappings only the data corresponding to one branch of the

inverse map can be used for inverse modeling purposes. If the data from both branches are used

for building a model, the model will “average” the data from the two branches and the resulting

computed future control move u will lie somewhere between the two branches. In this case, the

computed control move will not produce the desired action.

Since the trajectory to be controlled may not be stable, it is possible that the computed open-

loop control of the system may not stabilize the system. This is because it is difficult to exactly

cancel the instability present in the trajectory of the open-loop system. In this case, additional

closed-loop feedback control is needed to stabilize the system about the desired trajectory. Also, it

is possible that the “inverse” mapping which produces the open-loop control law may be unstable

itself. This leads us to believe that the dynamic system contains some locally nonminimum phase

behavior, and the system may exhibit problems very similar to internal inst ability problems which

can be found in linear systems when inverse controllers are used [19].

Additional complications arise when the periodic orbit to be tracked does not belong to the

set of orbits of unperturbed system. In this case, one cannot simply wait until the system comes
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Figure 1: a. The computed input from the trajectory planning algorithm; b.A comparison of

the goal trajectory and the output of the circuit when the computed input from the trajectory

planning algorithm is applied.

close to the orbit of interest to initiate control, as is done in OGY method[4]. Rather one could

start control at an arbitrary time and hope that the system will eventually converge to the desired

orbit, or control the system such that the unperturbed system is tracked slowly towards the goal

trajectory from arbitrary initial conditions.

The overall control technique consists of (i) finding a controlled input sequence which makes

the desired output a trajectory of the driven system (data based trajectory planning); (ii) an-

alyzing the stability of the dynamical system subject to the computed input; (iii) if necessary,

applying a feedback technique to stabilize the orbit of interest and/or a tracking system to drive

the system from arbitrary initial conditions to the desired trajectory. We tested this method both

in numerical simulations with Lorenz system and in experiments with electronic circuits. Fig. la

shows the planned and actual voltage produced by a chaotic electronic circuit when calculated

control sequence (Figure lb) was applied to it. This example shows that trajectory planning

met hod can accurately track signals which are non-periodic. The input signal is computed with-

bout any mathematical or identified description of the system dynamics. In addition, the output

trajectory is not an existing trajectory of the chaotic attractor. This clearly demonstrates the

difference between this method and

riodic orbits of a nonlinear system.

results, see [18].

other methods of chaos control based on stabilization of pe-

For complete details of the algorithm and the experimental

SIGNAL RESTORATION VIA INVERSE NONLINEAR MODELING

Signal distortion in transmission lines and communication channels is a common problem for
data communication. While propagating through a channel, the signal is distorted for a number

of reasons. Most common are [20] additive or multiplicative noise, imperfections in the frequency

response of the channel (dispersion), interference with other signals, multipath propagation, and

nonlinearity. The last feature is especially important for us in the context of the present proposal,

since we may now view the signal transmission through a communication channel as an external
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Figure 2: Human speech passed through the Lore~z system and recovered using inverse filtering.

Time series of output signal (a), input signal (b), and reconstructed signal (c)

forcing of some unknown dynamical system. It turns out that a channel seen as a dynamical system

with its own dynamics can add new components to the transmitted signal and therefore distort

it significantly. Much effort has been made to reduce signal degradation, or if some degradation

appears unavoidable, to design the transmitter/receiver as to increase robustness of the signal

to distortion and to recover much of the transmitted signal. These efforts by and large ignored

nonlinearity in channels in spite of the fact tha,t there are no real linear channels at all and a

linear channel is more or less a good idealization. In Section 2 we outlined how one can develop

an inverse model for a process given sequences of both the input and output data. Exactly the

same approach can be employed for signal processing. Using test samples of the input and output

signals, one can build an inverse model and use it for the recovery of nonlinear and dispersive

distortions. In the following we illustrate the potential of this method by the recovery of speech

distorted beyond any recognition after passing through the chaotic Lorenz system.

We illustrate here this approach by application of the inversion technique to the signal recovery

in a numerically simulated driven Lorenz syst em,

(8)

Y= –%.Z’+ ‘T’*– y + s(t),

~ = X?J– bz.
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from Lorenz system

where r = 45.62, b = 4? o = 16.0. Here s(t) plays a role of input signal, and a(t) is an output

signal passed through a nonlinear channel. As a learning signal we used a 3 sec segment of human

speech (three words) sampled at 8kHz, i.e. about 30,000 points long. The output signal cc(t) is

completely chaotic with no recognizable visual or audible trace of the input signal at all. Then we

used as a test input a different piece of speech (even of a different person and a different language)

and tried to retrieve it back from the chaotic output. We used an embedding dimension d = 9

and a time delay T = 5. In Figures 2a,b,c small pieces of output, input and recovered input test

signals are shown, respectively. As one can see, a reasonably good recovery takes place, which is

confirmed by a direct audio-test. Some high-frequency noise is added in(see Fig.3), however one

can filter it out in a standard way. Another conclusion which one can draw from this example is

related to the security of chaotic communication schemes. It shows that in some cases one can

undo the masking of the signal by much stronger chaotic signal not only when the chaotic system

and the particular way of mixing signal with chaos are known to the interceptor, but even without

any such knowledge by using “black-box” techniques described here. This example demonstrates

that simple-minded mixing of signal with chaos is susceptible to the so called “known plaintext

attack” [21] when a particular message and its encrypted form are both known to the eavesdropper.
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ABSTRACT

Spatio-temporal dynamics of patterns in oscillating media are investigated analyt-

ically, numerically, and experiment ally. We observed and explained theoretically

vorticity generation in vertically vibrating layer of fluid (Faraday experiment) and

in soap films. In the former case vorticity is generated near the walls and leads to

stable spiral rotation in large-viscosity fluids. In the second case, vorticity is gener-

ated in the bulk of film as a result of nonlinear interaction of different wave modes in

the film. We also constructed a theoretical model for pattern formation in vertically

vibrated granular layer which explaines recent experiments by Umbanhowar et al.

INTRODUCTION

The theory and practice of spatio-temporal patterns in nonequilibrium media that apparently

reached its pinnacle in the end of eighties, is becoming now, ten years later, again the focus of

concentrated efforts of physicists, biologists and engineers. There are at least two explanations

for this revival of attention to pattern formation dynamics. The first has to do with important

engineering problems involving media wit h complex microstructure, such as granular materials,

soap films and others. The second deals with the unique abilities of nonlinear nonequilibrium

media and their discrete analogs to register, memorize and process the information contained

in spat io-t emporal pat tems. Recent neurophysiological experiments demonstrated a cert tin uni-

versalisty of spatio-t emporal represent ation of information by neural ensembles of different levels,

including tort ex. These studies reveal the need for developing a general approach to the analysis

of spatio-temporal patterns in nonequilibrium media with complex microstructure composed of

elements exhibiting nontrivial temporal dynamic. Thus, such seemingly different problems as oc-

currence of patterns in granular media subjected to an oscillating gravitational field and existence

of stable or metastable spots of synchronization against a background of chaotic activity in a

neural layer, have similar dynamic origins. These phenomena may be studied in the framework



of close models and their features can be elucidated by parallelizing the progress and experience

for the companion problem.

Even homogeneous nonequilibrium media demonstrate a larger variety of “coherent struc-

tures” than previously anticipated. These are spatio-temporal patterns that are either themselves

localized or that consist of domains of regular patterns connected by localized defects or inter-

faces. The level of coherence maybe different for (each system as observed in experiments, ranging

from perfect structures like crystalhne and quasicrystalline patterns, lattices with incommensu-

rate periodic modulation, superlattices and to disordered patterns that have nevertheless a regular

averaged spa,tial organization. These different “levels of order” are the result of different degrees

of synchronization between the modes that form these coherent structures.

In this pa,per we are reviewing our last results a,bout nonlinear dynamics of pattern formation in

oscillating media. We discuss the experiments and the theory of the birth of rotating multiarmed

spirals when not hing breaks the rotational symrnet ry in the Faraday experiment with capillary

waves; we constructed a theoretical model explaining recently observed complex dynamics of

vibrated layers of granular material; and investigated the coherent structures and spatio-temporal

chaos in soap film undergoing periodic transverse oscillations.

FORMATION OF ROTATING SPIRALS IN THE FARADAY EXPERIMENT

Many different instabilities and nonlinear mechanisms may be responsible for formation of

stable spiral patterns in nonequilibrium media[l]. In most cases, however, spiral structures have

a very signif~cant common feature. Namely, a singularity or singularities in the spiral core. Such

a singularity may be either a natural medium inhomogeneity or a topological singularity of the

field itself. our consideration was restricted to isotropic media (fields) without inhomogeneities.

Spirals in such media are waves,

We found multiarmed spiral waves in a Faraday experiment performed in a thin layer of

viscous liquid placed in a vessel subjected to the oscillating gravity field normal to the quiescent

free surface of the liquid. These objects are standing capillary waves with spiral-like fronts slowly

rot sting around the core, Examples of spiral structures and their formation from a target pattern

via defect dynamics are given in Figs. 1. “Spirals having different topologic charges born as a result

of the motion of defect towards the center of cylindrical pattern were observed. Our experiments [2]

indicated that the existence of capillary spirals is sustained by the mean flow generated near the

walls of the cell by rapidly damped viscous surface waves.

A theoretical description of these spiral waves was devised using a model equation for the

complex order parameter @ that takes into account the principal features of parametrically excited

structures[2]:
(9+
~ = l’+” – v+ – (1+ icl)]+\2# + iK(v2+ 1)+– (U“V)f$ (1)

Here ~ is a complex amplitude of surface oscillations at the parametric frequency W. (which is a

half of the driving frequency), y is a forcing magnitude, ~ is the dispersion parameter, and u is the
velocity of the mean flow. Linear terms in this equation can be derived from the dispersion relation

for capillary waves under parametric excitation, expanded near w = U., q = 1. The nonlinear

term cannot be derived rigorously, and has been added ad hoc to account for the stabilization

of the parametric instability. Imaginary part of the nonlinear coefficient a describes nonlinear

frequency shift (see also [3]).
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Figure 1: Series of snapshots of Faraday ripples in laboratory experiment [2]: a - a target with four

dislocations (two positive and two negative) b - one dislocation is attracted to the target core,

spiral is formed; c - all dislocations have been attracted to the center and annihilated, perfect

target re-appeared; a, b and c are separated by 2.0 see; d - asymptotic state of anot her experiment

where a three-armed spiral was formed and rotated for a long time (one period of a standing wave

corresponds to two white and two dark stripes on the photos due to time averaging).

The last term in the r.h.s. of Eq. (1) describes order parameter advection by the mean flow.

Such mean flow was observed in experiments [2] near the walls of the cavity. This flow is caused

by the momentum transfer from dissipating capillary waves at the driving frequency which are

generated by oscillating side walls. This flow is directed off the walls near the surface and due to

incompressibility y returns back to the walls near the bottom Velocity u in (1) should be understood

as an the average velocity over layer thickness weighted with the vertical structure of waves. Since

surface waves decay towards the bottom, near-surface flow affects them stronger than near-bottom

return flow and the net u is oriented towards the center of the cavity.

Equation (1) with periodic boundary conditions was studied numerically using pseudo-spectral

split-step method with 256 x 256 collocation points, domain size d = 200 and integration time

step 0.05. To simulate waves in circular cavity, we ramped linear dissipation outside the circle of

radius To = 86, i.e. v = Vo, r < To and v = Vo(l + k(~ – ro)), ~ > To, where k varied between

0.5 and 1.0. We assumed that the flow had radial direction and was azimuthally symmetric,
u = u(~)~. We used the following profile for flow velocity, u(~) = U. exp[~(~ – To)]. For ~ > u

trivial state @ = O is unstable with respect to perturbations with wavenumbers near 1. Numerical

simulations show that at the nonlinear stage, these perturbations give rise to various cellular

pat tems, including plane waves, targets and spirals. Without mean flow term (u. = O), these

pat tems remain stationary even when nonlinear coefficient in (1) is complex. Nonlinear frequency

shift M a only leads to deviation of the selected wavenumber from q = 1. [In systems with

ordinary (non-parametric) pattern-forming instabilities non-potential effects usually lead to wave

propagation.] However, when the near- wall flow is introduced in (1), standing waves comprising

targets and spirals begin to drift slowly toward the center. The multiarmed spirals are born due



Figure 2: Snapshots of multiarmed spiral formation in numerical simulation of Eq.(1). Parameters

of simulations: y = l.O, U = 0.5, a = O.O, K = l. O,)ko = 1,~ = 0.1. In a, f = 0.1, in’ b, U. = 1.0. A

target with two dislocations on periphery was taken as initial condition. a - t = 10, b - t = 100;c
- t = 200; d - t = 300. Spiral rotation is obvious from comparison of c and d.

to dislocation motion towards the core of the structure. The topologic charge of the spiral is

equal to the sum of topologic charges of dislocations. Several snapshots illustrating the motion
of dislocations are presented in Fig 2. Comparison of Figs. 1 and 2 confirms that the suggested

model gives a qualitatively correct description of the phenomenon of multiarmed spiral waves of

capillary ripples.

ORIGIN OF LOCALIZED PATTERNS IN VIBRATED GRANULAR LAYER

Pattern -formation in a vertically vibrated layer of granular particles recently attracted much

interest among physicists [4, 5, 6, 7, 8, 9, 10, 11, 12, 13, 14, 15]. We proposed a phenomenological

model that describe the pattern dynamic in such oscillating media. The model consists of an

equation for the order parameter @ coupled to a conservation law for the average mass of granular

material per unit area (or a local averaged thickness of the layer):

8,’?)= ytj” -(1 - iu)?)+ (1+ ib)v2q5- I+12?J- pv (2)

O,p = av .(pvl@12)+ /m2p (3)

Eq.(2) without the last term is a popular model for the parametric instability in vertically os-

cillating liquid layer (cf. (refmodel)). The order parameter ~(x, g, t) characterizes the complex

amplitude of particle oscillations f at the frequency of parametric resonance w = 0/2. Linear

terms in Eq. (2) can be derived from the dispersion relation for parametrically driven granular
waves. The term ~~” provides parametric driving and leads to the excitation of standing waves.

The term I~ 12~ accounts for the nonlinear saturation of oscillations provided in granular materials
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by inelastic collisions. The last term in Eq.(2) accounts for the coupling of the order parameter to

the local average density p. As observed experimentally [4, 5], the threshold value of the vibration

amplitude ~ for parametric instability scales with the mean layer thickness[4] owing to an increase

of internal dissipation with increasing layer thickness.

Eq.(3) describes the conservation of the granular material where p is a mass of granular

mat erial per unit square averaged over the vibration period. Two different physical mechanisms

contribute to the horizontal mass flux. The first term in (3) reflects the average particle drift due

to the amplitude gradient of high-frequency oscillations. On average, particles try to “escape”

from regions of large fluctuations, an effect analogous to the formation of so called Chladni figures.

The second term describes diffusive relaxation of the inhomogeneous mass distribution.

This model exhibits a variety of stable cellular patterns including standing rolls and squares

as well as localized excitations ( oscillons and worms) (see Fig.3), similar to recent experimental
observations [4, 5]. The underlying “reason for occurrence and stability of localized oscillons in
this model experiment according this model is the subcritical bifurcation of the trivial state at
large a/~. The mechanism of the subcritical bifurcation is the folIowing. The dissipation rate of
the subharmonic oscillations depends on the local thickness of the layer. However, the latter is
controlled by the amplitude of oscillation itself. Due to this feedback, the granular paxticles are
expelled from the regions of large amplitude oscillations and therefore reducing the dissipation
there.

We also studied the dynamics of hexagons and interfaces using our order-parameter model[9].
For high-frequency vibrations the model can be reduced to a single complex parametric Ginzburg-
Landau equation. Nevertheless, this model is able to reproduce both hexagons and interfaces, as
well as the transition from smooth to decorated interfaces. Furthermore, in a certain region oft he
parameters we were able to reduce our description to a single Swift-Hohenberg equation (SHE).
Surprising result of our study is that there is a transition from smooth to unstable interfaces
already within a standard Swift- Hohenberg equation at large values of the cent rol parameter.
The interface instability leads eventually to Iabyrinthine pattern with a preferred wavenumber.
We developed the description of the labyrinths in the SHE in terms of nonlocal contour dynamics.

COHERENT STRUCTURES AND SPATIOTEMPORAL CHAOS IN SOAP FILM

The interaction of vertical and wave patterns having different spatial and temporal scales is one
of the most intcresting and long-standing problems in hydrodynamics. Our research is concerned
with the generation of vortices in a thin horizontal soap film by transverse oscillations of that
film. We performed an experimental investigation of the dynamics of structures in films stretched
over circular or square boundaries undergoing periodic transverse oscillations at frequencies in
the range 20-200 Hz[16, 17]. Concomitant with modes of transverse flexural oscillations, two-
dimensional vortices are excited in the plane of the film. When the film was relatively thick, the
flexural mode patterns sometimes oscillated chaotically as a whole in the azimuthal direction.
Vortices often appear in counter-rotating pairs around the perimeter of the cell, but also emerge
spontaneously in the interior. The vortices may be either large, of the order of the cavity size (see
Fig.4), or small, localized at a wavelength or half-wavelength of the membrane modes (Fig.5). In
the experiments a stable generation of Up to ten pairs of counter-rotating vortices were observed

in finite regions of forcing amplitude-frequency parameter space. We also observed spatiotemporal

chaos in the soap film (see Fig.4) : at a late stage of film thinning the small-scale vortices moved

irregularly through the interior a cell.
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Figure 3: Gray-coded images of Rev (black corresponds to maximum, white to minimum) from
simulations of Eqs. (2-3), (a) bound state of oppositely-phased oscillons, a = w = 1,b = 2,q =

2.78,p = 0..527,~ = 1.8, size L = 40; (b) Triangular bound state, same parameters; (c) worm-like

structure produced by a single oscillon in the center, a = 1, u = b = 2, ~ = 2.245,q = 4.38,p =

0.525, L = 100; (d) square lattice, u = a = 1, ~ = 1.84, p = 0.52, q = 2.72, L = 100.

in the round cell at ~ = 127 Hz and g/g’ = 13.1Figure 4: Large-scale counter-rotating vortex pair

at a late st iige of film tbinning (a); circular cell interference fringes showing vortex motion in an

old film at ,) = 40.4 Hz and g/g’ = 17.1 (b)



Figure 5: Snapshot of spatiotemporal chaos in the round cell at f=84 Hz, g/g’= 12.9 at a late

stage of film tbinning

To explain the effects observed in the experiments we took into account the following tree

types of waves that exist in a thin liquid film, (a) the antisymmetric hydrodynamic mode; (b)

the symmetric hydrodynamic mode; and (c) the Marangoni wave mode. When flexural waves are

excited, on sufficiently thin films interference patt ems are observed. The symmetry of an averaged

interference pattern depends on the squared amplitude of the wave field. Patterns with an even

degree of symmetry were often observed, but there also exist patterns invariant to a rotation of

2z/3 radian as in Fig.4,b. It is likely that a mixture of modes is necessary to produce this type

of a symmetry.

We also suggested a theoretical model based on the wave-boundary interaction of excited

Marangoni waves[17] that reveals a mechanism of vorticity generation in vibrating soap films.

This model shows that vorticity is generated throughout the entire liquid volume by viscous

diffusion, and qualitatively reproduces many steady vortex patterns observed in our experiments.
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Synchronizing High-Dimensional Chaotic Optical Ring Dynamics
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We study chaotic ring laser systems as possible elements in a communications system. To be
useful it must be possible to synchronize the transmitter and receiver lasers. We show that chaotic
ring lasers can be synchronized using direct light injeetion from one laser into the optical cavity of
the second. This synchronization occurs even when both lasers are quite high dimensional and each
possesses many positive Lyapunov exponents. When the lasers are synchronized,the transmittedlight
can be modulatedwith informationbearingsignalsandthe message accuratelyrecovered atthe receiver.
[S0031-9007(98)05715-9]

~ACS numbers:89.70.+c, 05.45.+b, 42.55.–f

The use of erbiumdoped ring lasersin communications
devices [1] led us to inquire whether such lasers could
serve as the basis for optical communicationswhile op-
eratingin a chaotic regime. Our work focuses on a sim-
plified prototype of the actual erbium ring laser. The
delay differentialequationsof our model ariseby integrat-
ing the partialdifferentialequations for the electric field
in thering, so the source of high-dimensionaldynamicsis
identifiedphysically. We askwhethersuchopticalsystems
can synchronizeandsupportmodulationanddemodulation
of informationbearing messages. Applications aside,we
demonstratesynchronizationof high-dimensionaldynamic-
al systemswithmanypositiveLyapunov exponents. Our
ring lasersoperatein a regime where the dimension>20,
usingphysicallynaturalcouplingto synchronize. The only
high-dimensionalsystemspreviously known to synchro-
nize were constructedof cascaded low-dimensional sub-
systemswhich successively synchronize [2].

There have been earlierdiscussionsof synchronization
of chaotic lasers [3], also previous modeling of erbium
ring lasersusing delay differentialequations [4]. Refer-
ence [5] discussescommunicatingusingchaoticlasers,but
the method is quite different fi-om ours. Our method is
not restrictedto smallamplitudemessages,and in [5] out-
put from the transmitteris modulated. We modulatethe
messagesignalinto thetransmitterdynamicsthenstability
propertiesof the receiver assuresaccuratemessagerecov-
ery. Recent resultsfrom VanWiggeren and Roy [6] ex-
perimentallyconfirm many of the effects discussedhere.
This includes high-dimensionaldynamics and the ability
to modulateand demodulatemessagesusing the methods
suggestedhere.

To augmentthenumericalevidence for synchronization,
we analyze the system’s largest conditional Lyapunov
exponent (CLE) [7]. This linear criterion is usefil and
powerful as long as unstable sets are not close to the
synchronizationmanifold. The boundary determinedby
direct simulationis near thatpredictedby the exponents.
Also, the laserssynchronize for a broad rangeof coupling
parameters,improvingthechanceof successfor a practical
realization.

The literature discussesusing chaotic communications
for secure or encrypted signaling. We do not address
this issue. There is a distinctionbetween such commun-
ication as a means of using channel capacity and any
additionalpotentialfor security. Wide-band signaling in
optical systemsis interesting,independentof whetherthe
methodsarecryptographicallysecure. Some strategiesfor
securecommunicationsbased on low-dimensionaldynam-
ics appear susceptibleto algorithmic time-seriesattacks
[8]. Short also argues that systems with many positive
Lyapunov exponents, such as our ring laser, might re-
sisttheseschemes. We have not investigatedour method
cryptographically.

We study a “laser” which has no polarization(impor-
tantin the erbiumsystem),no imperfectpassive medium,
such as an optical fiber, making up the ring, and simpli-
fied atomic physics of the active medium. Power comes
from externallyinjected light at a frequency Oz, possibly
offset fi-om the optical fi-equency O. of the lasing line,
and throughpumping of population inversion. The basic
model was introducedby Ikeda some years ago [9], thus
we call the systemthe IkedaRing Laser (IRL).

Our model IRL consists of four mirrors with finite
reflectivity arranged at the comers of a square. (See
Fig. 1). Light with electric field Eleitwr–eo)t (in the
coordinate system rotating at OJo)enters the ring via the
upper left mirror and passes through an idealized two-
level atomic system. On departing the active medium,
the light reflects off four mirrors with net reflectivity B
and reenters the active medium. The external injection
and external pump add power, and B < 1 attenuates it.
After a straightforward derivation we arrive at a discrete
time map for the complex electric field amplitude ~(t) at
a fixed spatial location coupled to a differential equation
for the spatially averaged population inversion w(f):

((t + r~) = E1ei(@f-@O)r+ BeiK((t)e(P+~~)w(t)

% = Q - 2y{w(t) + 1 + lJ(t)12(eGw(r) - 1)/G},

with rR the propagation time around the ring. ~ and a
are nonlinear gain coefficients and y the atomic decay
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FIG. 1. Schematicof unidirectionallycoupled Ikedaring laser
systems.

rate related to transitions between lasing photons and an
external loss bath, G is another gain-related parameter.
K is the phase acquired by a plane wave traversing the
ring. Measuring time in units of 7R we see that only the
dimensionless quantity y TR is important in the dynamics.
Physically we cannot vary y, but we can change rR by
varying the length of the cavity. Our time scale chooses
7R = 1. Physically accessible time scale variations are
expressed as changes in y.

This is a delay differential system. Such systems may
exhibit both low-dimensional and very high-dimensional
behavior: complexity generally increases with the delay
time. We integrated with a simple fixed time step, 6 t
being chosen so that yc$l = 10-3. The value for w(t)
is advanced one St using a standard fifth order Adams
predictor-corrector scheme, as dw /dt explicitly depends
only on w(t)and I~(t) 12. At t the value for ((1 + 1) is
computedflom thelmapand saved for futureuse.

We chose parameter values corresponding to the stan-
dard “Ikeda map: often used as an example of a two de-
grees of freedom chaotic system [10]. We recover the
Ikeda map in the limit y ~ CO,G ~ 0, 01 = ~o, and
dw/dt = O,

((t + 1)= E~ei(ti’[-@O)t+ BetKe(-p-ia)j(l+ l{(’)12)~(t).

Identi&ing our parameters with canonical values [10]
yields E1 = 1, B ‘=0.9, K =0.4, ~ =0, a =6, and
til = UO. From alrelated experiment [4] we estimate
G = 0.01, and chclse y = 1 and Q = O for the calcu-
lations reported here. when @I # c@, the dynamical
structurecan be more complex thanwe reporthere, and
similarlywhen Q :>0. We will reporton thesesituations
in a largerreportof thiswork. In themattersof synchro-
nization and modulation for information transmission,

though, there is no change ftom the behavior reported in
this short note. We have investigated a wide range of val-
ues of y, and for y larger than order 0.5, the dynamics are
chaotic, and the essential features are the same as reported
here for y = 1. The time-asymptotic dynamics has
sufficiently high dimension that the standard time-series
analysis tools used for low-dimensional chaos, such as
correlation dimension, false nearest neighbors, etc. r101,
fail to give usefi.d results. Specilicaliy, false neire~t
neighbors calculations did not show low dimensionality
with any embedding dimension up to 12, beyond which
we fail to have confidence in the algorithm.

We can, however, evaluate the entire spectrum of Lya-
punov exponents directly from the equations and use them
to estimate the dimension [1 1]. Specifically, we find the
exponents of the predictor-corrector integration algorithm.
This is a map taking the state vector S(j) of the system
to the state one time step c3tlate~ S(j) - S(j + 1) =
M[S( j)]. So) is large: 2N + 5 components for a time
intervalof N = 7R/(8t) parts. 2N are from the saved
values of (, one for w(t), and four for recent deriva-
tives of w used in the integration. We find the Jaco-
bian DM(S[ j]) of the map along the trajectory of the
system simultaneously generated by the integration algo-
rithm. The Jacobian is too large to represent efficiently as
an explicit matrix in the computation, but its sparseness
allows us to write a subroutine to multiply an arbitrary
vector by DM(S[ j]), and thus, any matrix, by operating
on columns independently.

The Lyapunov exponents are evaluated by a variant of
the standard recursive QR algorithm [10]. Given an ini-
tial random orthogonal matrix QIO] with 2N + 5 rows
and N~ columns (where N~ s 2N + 5 is the number of
Lyapunov exponents to evaluate): successively multiply
by DM(S[l]), DM(S[2]) ,... , Dill(S[k]) up to a normali-
zation interval k, perform the explicit QR decomposition,
resulting in Q[ 1] and R[ 1]. The LAPACK subroutine li-
brary offers standard routines to perform the QR decom-
position for nonsquare matrices, needed since typically
N~ << 2N + 5. Accumulate the sum of the logarithm of
the N~ diagonal elements of R, and repeat starting with
Q[l]. In the asymptotic time limit, the averaged loga-
rithm of R’s diagonal converges to the N~ largest Lya-
punov exponents. This requiresQR decompositions of a
large fill-rank matrix, but it is not required frequently.
The calculation time is dominatedby the evaluation of
DM(S[k]). The overall algorithm is a numerically supe-
rior version of the Gram-Schmidt orthogonalization used
by Farmer [12]. From the exponents Ai, we choose K

such that ~~=1 Ai > 0 and ~~=~1 Ai < 0, and form the
Lyapunov dimension [11] D~ = K + ~~=1 /ii/lA~+l 1.
The main free parameter governing the dimension is y:
for y >0.5, D~ increases nearly linearly with y. At

y = 1, the Lyapunov dimension is about 22.
We investigate the synchronization of two y = 1 IRLs.

The coupling is unidirectional: the unaltered output of
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a transmitterfeeds into a receive~ this is depicted in
Fig. 1. After investigatinga varietyof coupling schemes
we settledon the following:

rl(~ + 1) = .f[Jl(t), wl(t)] ,

dw~(t)/dt = g[wl (t), ](, (t)j*J,

rc.tnb(~) = (~ - c)r2(~) + c~l(~) ,

i2(~ + 1)= f[(comb(~), w2(t)l ,

dwz(t)/dt = g[w’z(t), l&~~b(t)12] .

The free running transmitter has state variables 11(t) and
WI(t). Into the receiver we inject the transmitted electric
field &l(t), scaled by c, along with a fraction (1 – c)
of gz(t). When ~1(t) = (z(t) the equations are precisely
the same. Ordinary synchronization is thus possible,
and generalized synchronization [13] is not required.
It is not physically possible to couple the population
inversion dynamics, so no information about WI(t) is
transmitted to the receiver. When c was larger than
=0.3, synchronization was observed for a wide range of
parameter values.

We computed the mean time to achieve synchronization
over an ensemble of initial conditions. Two IRLs were
run with c = O for a sufficiently long time for each to
reach asymptotic behavior. The coupling was then turned
on. We evaluated the time t,past which l<2(t) – J(t)l
remained less than some small value for all t up to some
large T. If the systems do not synchronize, the average of
t,over the ensemble, (t.),would be T. Synchronization
is exhibited by (t~} << T. Simultaneously, we computed
the CLES of [(2(t),w2(t)], evaluatedalong the synchro-
nizationmanifold, (2(t) = ~1(t), w2(t) = WI(t),with ~1(t)
and w1(t) treated as given in the evaluation of the Jacobian.
The results of our computations are shown in Fig. 2(a).

In Fig. 2(b) we plot the largest CLE and the average
time to synchronization as a fimction of c. A largest CLE
below zero is necessary, but not sufficient, to guarantee
synchronization [14]. In our system, the difference be-
tween them was small: the largest CLE becoming negative
is a good predictor of the boundary of synchronization.
Though not shown, WI(t) and w2(t) also fully synchro-
nized: Iw1(t) – w2(t) I converged to zero.

With c = 1 the receiver is an “open loop” demodulator
of any signal modulated onto (l(t). In this special case,
we may prove that Iw1(t) – W2(t)] approaches zero faster
than e ‘*Yr, and when this occurs, ~1(t)- <2(t)too,
Write the equations for two coupled IRLs with c = 1,

Jl(t + 1) = f[ll(~) + m(t), Wl(t)] ,

dw~(t)/dt = g[w~(f), lg~(t) + ??@)lz],

4-20 + 1) = .f[rl(~) + m(t), w2(t)] ,

dw2(t)/dt = g[wz(t), l<, (t)+ m(t)l*],

where m(t) is added to the electric field amplitude of the
first laser. The output ~1(t) is nonlinearly dependent on

500
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FIG. 2. (a) Mean time to synchronization and (b) largest CLE
for y = 1.0. The average time to synchronization starts to
sharply decrease from the maximum run time (which implies
no synchronization) at approximatey the same coupling where
the largest CLE becomes negative.

rn(t). Subtractthe differentialequations,

d[wl – WI= _3/{w~– ~2

dt

+ 1(1+ m12eGw2(eG[w1-’v2]– 1)/G}

Since eA – 1 = A and e~ a O for real A,

‘[w’dj ‘2] S –27[w1 – WZ]{l + Ill + nz12eGw2},

showing that Iwl(t) – w2(t)l ~ O faster than e-2Y1. We
found numerically that the size of the electric field is large
enough that even when y is quite small, as in the erbium
case, the product -yI(1 (t)+ m(t)12remains order unity
or larger. This means that the communications method
suggested by us will be robust against noise contamination
which bumps the system off the synchronization manifold.
Similar reasoning shows the maps for ~1(t)and <2(t) also
converge: I(l (t) – {2(t)l + O. This synchronization is
independent of the external pumping and the pumping rate
Q, so the application of this result to the equations for the
erbium ring laser is direct.

The second laser receives &l(t) + m(t) and produces
G(l) = (1(1) in its optical cavity. This allows us to re-
cover m(t) from the difference between (2 and the trans-
mitted signal. The basic idea works for any invertible
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combination of (l and m(t). In a real connection be-
tween lasers the properties of the optical fiber channel
must be considered, but here we have taken it as a per-
fectly transmitting, lossless, dispersion free medium. We
implemented this idea using a sample of speech from one
of the authors. IX-IFig. 3 we show the message (upper
panel), the actual transmitted Re[~l (t)] (central panel),
and the recovered message (lower panel) for both per-
fect parameter matching (solid line) and a 1YOdifference
in y betweentransmitter and receiver (dashed line). Even
with parameter mismatch, fidelity is good. We have ob-
served successful recovery of messages using significantly
smaller c using the obvious generalization of the modula-
tion method to closed loops, starting with c a 0.3. Also
using binary messages of k 1 and a suitable digital deci-
sion rule, we have found bit error rates s 10-5 even with
mismatches in y of as much as 50°/0.

In summary, we have developed a theoretical model for
an “Ikeda ring laser” which is an unpolarized representa-
tion of the essential dynamics in an erbium-doped fiber
ring laser. We have successfully synchronized two such
systems described by delay-differential equations, even in
the deeply chaotic regime, using an experimentally acces-
sible coupling scheme. This work is a prelude to inves-
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FIG. 3. A segment of speech (upper), Re[i(t)] as modulated
by the message and sent from transmitter to receiver (middle),
the recovered message (lower). In the lower panels the solid
line is for exact parameter match between transmitterand
receiver, the dashed line results when y in the receiver is 1°/0
largerthany in the transmitter.

tigating high bandwidth information transmission utilizing
chaos in coupled ring-laser systems. It also confirms that
synchronization and information transmission using high-
dimensional optical chaos is mathematically feasible. Fi-
nally, we note again that VanWiggeren and Roy [6] have
experimentally verified the essentials of our methods for
synchronization of and communication with chaotic ring
lasers.

This work was part of a joint UCSD/Georgia
Tech/Cornell effort, and we are gratefhl to Steve Strogatz
and Raj Roy and others in that program for detailed
discussion of the issues here. This work was supported
by the U.S. Department of Energy and the National
Science Foundation.
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Abstract

The glycolysis metabolizes glucose 6-phosphate (G6-P), fructose 6-phosphate (F6-P), fructose 1,6-bisphosphate (F I ,6-BP), fructose 2,6-bisphosphate
(F2,6-BP), glyceraldehyde phosphate (GAP), dihydroxyacetone phosphate (DHAP), phosphoenolpyruvate (PEP), pyruvate, and lactate were ana-
lyzed by capillary zone electrophoresis (CZE) with indirect UV detection. The chromophores phthalic acid, sorbic acid, and 4-hydroxybenzoic acid
were studied as background electrolytes. Both detection sensitivity and resolution were found to depend on the pH and the concentration of the car-
rier electrolyte. Optimum separation and detection of the phosphate compounds were accomplished upon reversal of electroendosmotic flow (EOF)
with OFMTM Anion-BT (Waters Corp., Milford, MA) at a concentration of 4-6 mM 4-hydroxybenzoic acid, pH 11 .6–1 2.0, with the detection wave-
length set at 280 nm. The highly alkaline pH allowed the successful separation of the isomers F6-P and G6-P, as well as FI ,6-BP and F2,6-BP, re-
spectively. The effect of sample ionic strength on the detection limits of G6-P, F6-P, F1 ,6-BP, and F2,6-BP was also investigated: These limits ranged
from 1 to 3 pM in both low- and high-ionic-strength samples. However, high Mg2+ concentrations in the sample led to a progressive loss of resolu-

tion between F1 ,6-BP and F2,6-BP, unless the inlet reservoir was replenished with fresh electrolyte after every injection. Linearity of detection was
observed over one to two orders of magnitude.

G Iycolysis plays a key role in the generation of
metabolic energy, providing a significant portion of

the energy utilized by most organisms. The concentra-
tions of glycolysis intermedia~ metabolizes and regula-
tors, such as G6-P, F6-P, F1 ,6-BP, F2,6-BP, GAP, DHAP,
PEP, pyruvate, and lactate, have usually been deter-

1-6 .’fhe metabolizes react ‘i-mined by enzymatic assays.
ther directly or indirectly with NADH (nicotinamide
adenine dinucleotide—reduced form) or NAD+ (nicoti-
namide adenine dinucleotide—oxidized form) in the
presence of enzymes, with the absorbance change of
NADH being a function of the concentration of the
metabolize. These methods, however, ~annot measure
simultaneously all the metabolizes present in a single
tube. Therefore, their determination becomes a time-
consuming task.

CZE with indirect uv detection has been success-
fully applied to the separation and quantification of
many small inorganic and organic anions.’-l’ with re-
versed EOF, separation of these anions was achieved
within minutes. Based thereon, the present study re-
ports the simultaneous analysis of the glycolysis
metabolizes G6-P, F6-P, F1,6-BP, F2,6-BP, DHAP, GAP,

Indexing terms

PEP, pyruvate, and lactate, as well as inorganic phos-
phate. The chromophores phthalic acid, sorbic acid,
and 4-hydroxybenzoic acid were evaluated as carrier
electrolytes for indirect UV detection. Running condi-
tions such as the pH and the concentration of the car-
rier electrolyte were optimized to achieve maximum
resolution and sensitivity. Finally, the effects of high
sample ionic strength and Mg2+ ion concentration on
the analysis of the metabolizes were investigated.

Experiments!

Instrumentation

Experiments were performed either on an HP
3DCE system (Hewlett-Packard Co., Wilmington, DE,
U.S.A.) with the built-in photodiode-array detector set at
wavelengths of 195, 254, and 280 nm, or on a P/ACE
5510 (B=ckman Instruments, Fullerton, CA, U. S.A.)
equipped with either a filter or a photodiode-array de-
tector set at 254 and 280 nm, respectively. A 48-cm
fused-silica capillary (40-cm effective length) with an in-
ternal diameter of 50 pm (320-pm o.d.) was used on
both instruments in combination with diode-array de-

Capillary zone electrophoresis, indirect UV detection, glycolysis, phosphate sugars, organic acids

Abbreviations

G6-P, glucose 6-phosphate; F6-P, fructose 6-phosphate; F1 ,6-BP, fructose 1,6-bisphosphate; F2,6-BP, fructose 2,6-bisphosphate;

GAP, glyceraldehyde phosphate; DHAP, dihydroxyacetone phosphate; PEP, phosphoenolpyruvate; CZE, capillary zone elec-
trophoresis; EOF, electroendosmotic flow; HEPES, 4-(2 -hydroxyethyl)-l -piperazine-ethanesu lfonic acid; DTT, dithiothreitol; ATP,
adenosine triphosphate; ADP, adenosine diphosphate; AMP, adenosine monophosphate
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GLYCOLYSIS METABOLIZES continued

tecticm; a 117-cm fused-silia mpillary (110-cm effective
length) with an internal dti~meter of 75 pm (s20-pm
o.cI. ) wxs used (on the P/ACE 5510 equipped with the
UV filter detector. Signals obtained on the HP 3~CE sys-
tem were collected and processed on an HP Vectra XM2
4/100i PC (Hewlett-Pxckard Co.) using 3DCE ChemSta-
tion software. On the P/ACE 5510 system, signals were
processed using System Gold software (Beckman In-
struments). The capillary temperature was kept constant
at 20 t 0.1 ‘C. The applied volr~ge ranged from 13 to 20
kV, with the cathode being at the inlet end and the an-
ode at the detector end of the capillary. Samples were
injected by applying either a negative pressure of 0.75
psi for 5 sec on the HP 3DCE system or a positive pres-
sure of 0.5 psi for 5–50 sec on the P/ACE 5510.

A model 805 IMPpH meter (Fisher Scientific, Pitts-
burgh, PA, U.S.A.) and a model 520A pH meter (ATI
Orion Laboraton~ Products Group, Boston, MA, U.S.A.),
both equipped with a combined electrode, were used
to measure the pH of the electrolytes.

Chemicals

The EOF modifier Anion-BT was obtained from Wa-
ters. AUother chemicals were purchased either from Sigma
(St. Louis, MO, U.S.A.) or Mallinchodt (paris, KY, U.S.A.).

Running electrolyte solutions with final concentra-
tions of 2–7 mA4 of 4-hydroxybenzoic acid, phthalic
acid, and sorbic acid, respectively, were prepared in
deionized water. The pH was adjusted with either
0.20 M or 1.0 Al NaOH. Amounts of NaOH added were
recorded and the pH of each solution was measured.
OFM Anion-BT was added at a ratio of 1 to 40. Samples
with low ionic strength were prepared by dissolving the
metabolizes in 18-MfJ deionized Millipore water to yield
final concentrations of 5-400 p&f. Samples with high
ionic strength were prepared by dissolving the metabo-
Iites in an enzyme assay buffer that contained 50 rnM 4-
(2-hydroxyethyl) -l-piperazine-ethanesulfonic acid
(HEPES), pH 7.2!; 50 mM KC1; 5.0 mM MgClz; 1.0 mill
dithiothreitol (DIT); 1.0 mM MgHPOl; S.O rnM adeno-
sine triphosphate (ATT); and 0.6 mM adenosine diphos-
phate (ADP). All sample solutions were prepared
freshly before each experiment.

Procedures

All running electrolyte solutions were filtered
through a 0.45-pm filter (Nalgene, Rochester, NY, U.S.A.)
prior to use. New fused-silica capillaries were flushed
successively with. 1 M NaOH for 1 hr, 0.01 M NaOH for
30 rein, and running electrolyte for 40 min. Each day
prior to use, the capillary was rinsed with running buffer
for 40 min at 40 ‘C. Between runs, the capillary was
washed with mnning buffer for 2 min. In some instances,
the running electrolyte was replenished before each run.

Results and discussion

Selection of the background cbromopbores

All the metobolites investigated in this study, with

the exception of ATI’, ADP, and adenosine monophos-
plmte (AIVIP>,lzck UV absorbance; hence, an indirect
detection method wm chosen for their measurement,
using a highly UV absorbing chromophoric ion as the
background electrolyte. There are two major criteria in
selecting an appropriate chromophoric ion. First, the
mobility of the chromophoric ion should match the no-
bilities of the sample ions; otherwise, asymmetrical
peaks result. Second, the chromophoric ion should have
a high molar absorptivity, while sample ions should
have low molar absorptivities at the chosen detection
wavelength, so that there is a large decrease in ab-
sorbance when the chromophoric ion is displaced by a
sample ion. Phthalate, 4-hydroxybenzoate, and sorbate
were chosen for the present study as chromophoric
ions. Sorbate with a molar absorption coefficient of 2.8 x
105 J@ cm-* at 254 nm matches the electrophoretic no-
bilities of F6-P and G6-P at pH 5-7. In this pH range,
both F6-P and G6-P (pK,z = 6.2) exhibit low elec-
trophoretic nobilities because of a low charge-to-mass
ratio. But neither G6-P and F6-P nor F1 ,6-BP and F2,6-
BP could be separated at this pH. However, at high pH
(pH >1 I), these two pairs of isomers could be resolved
successfully. This is due to the difference in dissociation
of the sugar hydroxyl groups at high pH (the pKa of
fructose is 12). Above pH 11, however, the elec-
trophoretic mobility of sorbate no longer matches those
of the sugar phosphates. On the other hand, 4-hydroxy-
benzoate (plLz = 9.2) becomes a moderately mobile di-
valent anion through ionization of the hydroxyl group.
The nobilities of both 4-hydroxybenzoate and phthalate
match the nobilities of the investigated phospho~lated
compounds above pH 11. Figure 1 shows the spectra of
sorbate, phthalate, and 4-hydroxybenzoate over a wave-
length range of 190-320 nm. At pH 7.0, the spectrum of
4-hydroxybenzoate contains two maxima: one at 195 nm
and another one at 250 nm. At pH 11.5, the latter maxi-
mum shifts to 280 nm. This shift is due to the rearrange-
ment of the electrons on the benzene ring of 4-hydroxy-
benzoate after ionization of the hydroxyl group.
Phthalate and sorbate, on the other hand, have only one
maximum each at 195 and 254 nm, respectively, which
is not affected by changes in pH. Table 1 shows the con-
centration detection limits (defined as 3x noise in PM) of
F2,6-BP, Fl,6-BP, F6-P, and G6-P, using either 5 mM 4-
hydroxybenzoate as running electrolyte at wavelengths
195, 254, and 280 nrn, respectively, or 5 m$l phthalate at
wavelengths 195 and 254 nm, respectively. Ultimately, 4-
hydroxybenzoate was chosen for all subsequent experi-
ments as background electrolyte with the detection
wavelength set at 280 nm, as it yielded the lowest detec-
tion limits for the analytes of interest.

Effect of 4-bydroxybenzoate concentration on detection
sensitivity and resolution

The authors have chosen 4-hydroxybenzoate as
the carrier electrolyte because it matches both the elec-
trophoretic nobilities of the investigated metabolizes
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Figure 1 Spectra of sorbate (diamond), phthalate (triangle),
and 4-hydroxybenzoate at pH 7 (dot) and 11.5 (square), ob-
tained by plotting CE signal (mAU) versus wavelength. Elec-
trolyte: 20 mtvl p%osph;te, 0.5 mM OFM Anion-Bt pH 7 and
11.5; instrument: HP 30CE with diode-array detector; capil-
lary: fused-silica, L =48 cm, I =40 cm, 50pm id., where L =
total length and I = length to detector; voltage: –30 kVat pH
7, and-25 kV at pH 11.5; detection: photodiode-arra%
190-600 nm; injection: 0.75 psi., 5 see; sample concentra-
tion: 0.13 mM. The spectra of sorbate and phthalate were not
affected by the pH change from 7 to 11.5.

Table 1

DETECTION SENSITIVITIES FOR PHOSPHATE SUGARS AT VARIOUS

wAvELENcms usINc 4-HYDROXYBENZOATE AND PHTHALATE,

RESPECTIVELY,AS BACKGROUND ELECTROLYTE=

Lower detection limits in pM at
a signal-to-noise ratio of 3

4-Hydroxybenzoate Phthalate
Phosphate sugars 195 nm 254 nm 280 nm 195 nm 254 nm

F2,6-BP 2.7 2.8 1.5 4.7 9.6

F1,6-BP 2.7 2.7 1.5 3.4 6.6

F6-P 3.6 4.0 2.3 5.9 9.5

G6-P 4.8 5.0 2.9 “ 7.9 13.5

“ElectrophoreticconditionsidenticattothosedescribedinFigure8.

and has a high molar absorptivity. Figure 2 shows a plot
of peak areas of F1 ,6-BP, F2,6-BP, G6-P, and F6-P versus
4-hydroxybenzoate concentration. All the mnning
buffers of different chromophore concentrations had
been adjusted to pH 11.8–1 1.9. The peak areas of all
four analytes increased up to 6 mikf of 4-hydroxyben-
zoate. Thereafter, sensitivity decreased again. A maxi-
mum response at 6 t-nikfof sorbate was also reported for
the analysis of nonphosphorylated saccharides by CZE
with indirect UV detection. 13This has been attributed to
the fidCtthat with higher concentrations of background
electrolyte, progressively less light reaches the photodi-
ode, which diminishes the ability to measure a small
change on top of a lmge background.ls

Figure.3 shows that resolution of the sugar phos-
phates increased with increasing 4-hydroxybenzoate
concentrations. Resolution is defined as

50 I

lo~
2.5 3 3.5 4 4.5 5 5.5 6 6.5 7 7

4-Hydroxybenzoate (mM)

Figure 2 Plots of peak area of F1,6-BP (dot), F2, 6-BP (square),
F6-P (triangle), and G6-P {diamond), respectivel~ as a func-
tion of the concentration of 4-hydroxybenzoate. instrument:
HP 30CE; capillary: fused-silica, L =48 cm, / =40 cm, 50 pm
id.; electrolyte: 3–7 mM 4-hydroxybenzoate, pH 11.9, 0.5
mM OFM Anion-B~ voltage: -15.9,-14.8, –14.0;-73.2, and
–12.5 kVat 3.0, 4.0, 5.0, 6.0, and 7.0 mM 4-hydroxyben-
zoate, respectively; current: 15.6 pA; detection: photodiode-
arra~ 280 nm; injection: 0.75 psi, 5 see; sample: 53 pM of
F2,6-B~ 105 pM of Fl,6-B~ 115 pM of F6-~ and 153 pM of
G6-Pprepared in water.

R = 2(tEtJ/(ti + M) (1)

where tzand tlare the migration times of two adjacent
peaks, and w/w and wz/wl are their respective base-
line peak widths.

Effect ofpH on detection sensitivity and resolution

The separation of F1,6-BP and F2,6-BP as well as
G6-P and F6:P is pH dependent. When the sample con-
tains inorganic phosphate, the separation of inorganic
phosphate and the bisphosphate sugars is also pH de-
pendent. Figure 4 shows the separation of inorganic
phosphate and the sugar phosphates at pH 10.3, 10.9,
and 11.7, respectively. The higher pH ensures the com-
plete separation of the two bisphosphate sugars from
inorganic phosphate. In Figure 5, peak height of F1 ,6-
BP, F2,6-BP, G6-P, and F6-P are plotted against the con-
centration of NaOH in a running buffer containing
5 mM 4-hydroxybenzoate. The resulting pH values of
the buffer solutions rdnged from 11.4 to 12.1, corre-
sponding to 13–25 mM NaOH added. The compounds
were prepared in an enzyme assay buffer of high ionic
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Figure 3 Plots of resolution of inorganic phosphate and F2,6-
BP (square), F2,6-BP and F1,6-BP (dot), as well as F6-Pand
G6-P (triangle), as a function of the concentration of4-hydrox-
ybenzoate. All conditions were as for Figure 2.

strength. The peak height of F6-P decreased slightly
with increasing pH, while no significant change in re-
sponse occurrecl in the case of G6-P over the pH range
studied. Significant increases in sensitivity, however,
were observed for F1 ,6-BP and F2,6-BP up to 18 m~
NaOH, pH 11.8 (Figure 5). A further increase in pH did
not result in further improvements of sensitivity for the
bisphosphate sugars. The decrease in sensitivity ob-
served for F6-P with increasing pH may actually be a
consequence of the degradation of this monophosphate
sugar at higher pH. Figure 6 shows the gradual degra-
dation of F6-P occurring when prepared in a pH 12.0
solution, while it remained stable over a period of 500
min when preplred in a pH 11.0 solution. On the other
hand, G6-P (Figure 6) as well as the bisphosphate sug-
ars (data not shown) remained stable, even when dis-
solved in a phl 12.0 solution. Actually, F1,6-BP and
F2,6-BP are known to be more stable in basic solution.3
A previous studyi3 on indirect UV detection of carbohy-
drates in CZE, using sorbic acid as running electrolyte,
showed that detection sensitivity went through a maxi-
mum at an approximate pH of 12.1, higher concentra-
tions of hyckoxide ions exerted a dilution effect on the
chromophore ion and hence resulted in reduced detec-
tion sensitivity.

The resolution of inorganic phosphate and F2,6-
BP M well M F6-P and G6-P increased as the concentra-
tion of N.~OH in the background electrolyte increased
(Figure 7). The resolution between F1,6-BP and F2,6-BP
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Figure 4 Effect ofpH on CZE of inorganic phosphate, Fl,6-B~
F2,6-B~ F6-~ and G6-P Instrument: HP 3DCE; capillary:
fused-silica, L =48 cm, 1=40 cm, 50 pm id.; electrolyte: 5
mM 4-hydroxybenzoate, 0.5 mM OFM Anion-BT at a) pH
10.3, b) pH 10.9, and c) pH 11.7, respectively; voltage:–16
kV; detection: diode-arra~ 280 nm; injection: 0.75 psi, 5 sec.
Peak identification: 1 = inorganic phosphate (1 000 pM), 2 =
F2,6-BP (80 /JM), 3 = F7,6-BP (700 /.IM), 4 = ATP (7000 pM), 5
= F6-P(100 PM), and 6 = G6-P (720 ,LIM).The sugar phos-
phates were prepared in an enzyme assay buffer containing
50 mM KCI, 20 mM HEPES, 1.0 mM K2tfP04, and 1.0 mM
ATPpH adjusted to 7.8.

increased up to 18 mM NaOH (pH= 11 .8), and de-
creased when the NaOH concentration reached 25 N,
at this point, the pH had passed both pK. of F1,6-BP
and F2,6-BP. The resolution has to be greater than 1 for
a good quantitative analysis. Subsequently, the pH
value of all running electrolytes was adjusted to
11.6-12.0. Overall, 5 mM 4-hydroxybenzoate, pH 11.6,
was found to yield both an optimum sensitivity as well
as resolution. Figure 8 shows the optimized separation
of 1I glycolysis metabolizes prepared in water with
5 mkf 4-hydroxybenzoate as running electrolyte at a de-
tection wavelength of 280 nm.

Effect of sample ionic strength and M@~ ion content

Because glycolysis is an intr~celluk process, both
biological samples and in vitro enzyme buffers usLd~y
contain large amounts of other metabolizes as well as
xdts to m;lint~in Fnzyme activity. For this reason, the
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lo~
NaOH (mM)

Figure 5 Plots of peak height of F1,6-BP (dot), F2,6-BP

(square), F6-I’ (triangle), and G6-P (diamond) versus concen-
tration of NaO1-1in CZEbuffer. Instrument: HP 3DCE; capillary:
fused-silica, L =48 cm, I =40 cm, 50 pm id.; electrolyte: 5
mM 4-hydroxybenzoate, 0.5 mM OFM Anion-B~ 11.5–25
mM NaOH, pH 11.4-12.1; voltage: -20, -15, -14, and-14
k~ respectivel~ at lVaOH concentration of 13.0 mM (pH
11.4), 15.2 mM (pH 11.6), 18.0 mM (PH 11.8), and 25 mM
(pH 12.1) of NaOH, respectively; current: 12.6, 12.6, 14.6,
and 24.6 pA, respectively; detection: photodiode-arra~ 280
nm; injection: 0.75 psi, 5 see; sample: 53 pM of F2,6-B~ 105
pM of F1,6-B~ 115 pM of F6-Fj and 153 pM of G6-Pprepared
in the enzyme buffer containing 50 mM KCI, 50 mM HEPES,
5.o mM MgCij, 1.0 mM D~ 1.0 mM MgHPOJ, 3.0 mM ATR
and 1.0 mM ADP with pH adjusted to 7.2.

authors studied the effect of high sample ionic strength
on resolution and detection sensitivity. With the detec-
tion wavelength set at 280 nm, Figure 9a shows an
electropherogram of low concentrations (50-100 p,w of
F2,6-BP, F1,6-BP, DHAP, F6-P, G6-P, pyruvate, and lac-
tate, prepared in a high-ionic-strength enzyme assay
buffer containing 50 mM HEPES, pH 7.2; 50 mM KC1;
5 mll ,MgCl~; 1 m}! MgHP04; 1 mM DTT; 3 mikf ATP;
and 0.6 mi14ADP. This enzyme assay buffer is often
used to study the enzymes involved in the glycolysis
and g[uconeogenesis pathway. Because of the high
concentration of ATP in the buffer, its peak overlapped
with DHAP. This renctered detection of DHAP difficult.
Wkh the detection wavelength set at 254 nm, however,
the DHAP pdak became clearly clistinguishable from the
negative ATP peak, as shown in Figure 9b. At this wave-
length, ATP absorbs more light than 4-hydroxyben-
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Figure 6 Plots of peak area of F6-P and G6-Pprepared in pH
11.0 and pH 72.0 CE buffer as a function of time. Square, dot,
and triangle represent F6-P in pH 17.0, F6-P in pH 12.0, and
G6-P in pH 12.0 buffe~ respectively. Instrument: HP 3DCE;
capillary: fused-silica, L =48 cm, / =40 cm, 50pm i. d.; elec-
trolyte: 5 mM 4-hydroxybenzoate, 0.5 mM OFM Anion-BJ 18
mM NaOH, pH 11.8; voltage:–16 kV; current: 76.3 pA; de-
tection: photodiode-arraE 280 nm; injection: 0.75 psi, 5 see;
sample: 80 pM of F6-P and 120 pM of G6-P prepared in pH
11.0 and 12.0 CE buffer containing 5 mM 4-hydroxybenzoate
and 0.5 mM OFM Anion-BZ

NaOH (mM)

Figure 7 Plots of resolution of inorganic phosphate and F2,6-
BP (square), F2,6-BP and F1,6-BP (dot), as well as F6-P and
G6-P (triangle), as a function of the concentration of NaOH.
All conditions were as for Figure 5.

zoate. ADP was found to coelute with GAP. However,
the concentration of GAP present in the sample can be
calculated from that determined for DHAP, because a
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Figure 8 CZE with indirect UV absorbance detection of 11 gly-
colysis metabolizes. instrument: HP3DCE; capillary: fused-sil-
ica, L=48cm, 1.=40 cm,50pm i.d.; electrolyte:5 mM4-hy-
droxybenzoate, 0.5 mM OFM Anion-BJ pti 17.6; voltage:
–17 kV; current: 17.6 pA; detection: photodiode-arra~ 280
nm; injection: 0.75 psi, 5 sec. Peak identification: 1 = PEP(50
pM), 2 = inorganic phosphate (45 pM), 3 = F2,6-BP (30 pM), 4
= FI,6-BP (40 pM), 5 = DHAP (45 pM), 6 = GAP (45 /.IM), 7 =
pyruvate(700 pM), 8 = F6-P (45 pM), 9 = G6-P (70 pM), 10=
lactate (220 pM), and 11 = AMP (190 pM).

fast equilibrium. exists between DHAP and GAP in the
presence of triosephosphate isomerase. The ratio of
DHAP to GAP is 20:1. A high concentration of inorganic
phosphate can affect its separation from F2,6-BP. The
resolution between inorganic phosphate and F2,6-BP,
prepared in deionized water at 50 pJ2 each, is 5.2. The
value decreases to 1.1, when the same amount of F2,6-
BP is prepared in the above-mentioned enzyme assay
buffer containing 1 rnJ4 of inorganic phosphate. Resolu-
tion between F 1,6-BP and F2,6-BP as well as F6-P and
G6-P remained unchanged when the ionic strength of
the sample was changed from low to high.

The enzyme assay buffer contains magnesium
ions (6 mJf in total). While F1,6-BP and F2,6-BP were
baseline resolved initially, zones began to overlap with
consecutive injections, as shown in Figure 10a and b.
When the enzyme assay buffer contained no Mg2+, sep-
aration between the bisphosphate sugars was not af-
fecteci (Figure llOc and d). Overlapping of the F1,6-BP
and F2,6-BP zcmes was also observed when samples
were prepared in a 6.o mM MgCl~ solution only, as
shown in Figure 10e and ~ The replenishment of the
running buffer before each injection effectively pre-
vented overlapping of the zones of F1 ,6-BP and F2,6BP
even -when prepared in enzyme assay buffer containing
6.o mJ4 Mgz+ (Figure Ila and b) and in 6.o mJ4 MgCl~
solLnion only (FigLlre 11 c and d). The Mgz+ions present
in the sample solLltion also reduced the pe~k areas of
the sLlgar phosphates, especially of the bisphosphate
sL;gars. Figure 12 shows the peak m-eas rnexurecl upon
the lst, 10th, and 23rd injection with and without buffer
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Figure 9 Electropherograms recorded at a) 280 nm and b) 254
nm, respectivel~ of a mixture of F2,6-B~ Fl,6-B~ DHA~ F6-
E and G6-P (50– 100 pM each) prepared in a high-ionic-
strength enzyme assay buffer containing 50 mM KCI, 50 mM
HEPES, 5 mM MgClz, 1 mM D~, 7 mM MgHPOd, 3 mM AT~
and 0.6 mM ADe adjusted to pH 7.1. Instrument: HP 3DCE;
capillary: fused-silica, L =48 cm, I = 40 cm, 50pm id.; elec-
trolyte: 5 mM 4-h ydroxybenzoate, 0.5 mM OFM Anion-B~ 18
mM NaOH, pi-i 11.8; voltage: -17 kV; current: 17.6 pA; injec-
tion: 0.75 psi, 5 see; detection: diode-array a) 280 nm and b)
254 nm. Peak identification: 1 = chloride (50 mM), 2 = un-
known, 3 = inorganic phosphate (1 mM), 4 = F2,6-BP(35 PM),
5 = Fl,6-BP(40pM), 6 = DTT’(1 mM), 7= ATP(3 mM), 8 =
DHAP (45 pM), 9 = ADP (600 PM), 10=pyruvate(110 pM),
71 = F6-P (45 pM), 12= G6-P (70 pM), 73= lactate (450PM),
and 14 = AMP (390 pM). In the upper trace, the ATP band
overlaps with the DHAP band, which makes detection of ‘
DHAP at 280 nm difficult. With the detection wavelength set
at 254 nm, the DHAP band becomes clearly distinguishable
from the invertedATP zone.

replenishment for F2,6-BP and G6-P prepared in deion-
ized water, 6.o mlf MgCh, as well as in enzyme assay
buffer containing either no Mg2+,or 6.o nulf and 3.0 rnM
Mg2+, respectively. For the samples injected with re-
plenishment, the peak area reduction occurred only
during the first two to three injections and the peak ar-
eas were quite reproducible thereafter. Magnesium ions
are known to complex with phosphate groups, espe-
cially in compounds that have two or more phosphate
residues, such as ATP, ADP, F1 ,6-BP, and F2,6-BP. It
forms a strong complex if the two phosphate groups
are spatially close to each other in geometry, i.e., the
formation constmts of Mg2+and ATP and Mg2+and ADP
are 4 x 10J and 2 x 103, respectively. F2,6-BP forms a

L>u
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Figure 10 Effects of M~ on the CZE separation of F2, 6-BP and F1,6-BF? The samples were prepared in the enzyme assay buffer
containing 50 mM KCI,20mM HEPES, 1.0 mM KzHP04, 1.0 mM ATI? PH 7.9, with 6.0 mM MgClz (a and b), in the enzyme assaY
buffer without 6.0 mM MgCi2 (c and d), and in 6.0 mM MgClz only (e and t). First injection: a, c, and e; 23rd injection: b, d, and f.
Instrument: HP 3DCE; capillary: fused-silica, L =48 cm, 1=40 cm, 50pm id.; electrolyte: 5 mM 4-hydroxybenzoate, 0.5 mM OFM
Anion-BJ 18 mM NaOH, pH 11. 9; voltage: -16.0 kV; current: 16.3 pA; injection: 0.75 psi, 5 see; detection: diode-arra% 280 nm.
Peak identification: 1 = inorganic phosphate (1000 pM), 2 = F2,6-BP (8O PM), 3 = F1,6-BP (1 00 pM), 4 = ATP (1000 pM), 5 = F6-P
(100 pM), and 6 = G6-P (120 PM). A decrease in resolution of F2,6-BP and F1,6-BP is observed from first injection (a, c, and e) to
23rd injection (b, d, and t).

stronger complex with Mgz+ than F1 ,6-BP because the
ring structure dominates in F2,6-BP and the two phos-
phare groups are closer to each other than in F1,6-BP.
Cornplexing with Mgz+ neutralizes the negative charges
on the F2,6-BP molecule and causes a decrease in its
.eIectrophoretic mobility until it coelLltes with F1 ,6-BP. A
significant clecrease in electrophoretic mobility is alSO
evident in the case of ATP (Figure 10 b). Neutralization
of the negative charges on the sugar phosphate

molecules reduces displacement of background chro-
mophore, resulting in a reduction in peak area. With
the cathode being located at the capillary inlet, cations
such as Mgz+ accumulate in the inlet electrolyte reser-
voir with repeated injection of sample. The effect of the
progressive accumulation of Mgz+ is observed even
more rapidly in the case of the HP 3~CE system becaLlse
of the small volume (0.4mL) of the inlet vial. Further-
more, the high pH (1 1.6–12.0) of the electrolyte may
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Figure 11 Effects c>freplenishment of CE buffer on the CZE separation of F2,6-BP and FI,6-BP in the presence of 6.0 mM M?. The
samples were prepared in the enzyme assa y buffer containing !;0 mM KCI,20 mkl HEPES, 1.0 mM KZHP04, 1.0mM ATE pH 7.9,
and”6.O mM Mgdz (a and b) and ~n 6.0 mM MgCll only (c and d). First injection: a and c; 23rd injection: b and d. Other conditions
were as for Figure 10. No deterioration of separation efficiency is observed in the case of buffer replenishment after each run up to
23 injections.

Table 2

LINEAR CORRELATION COEFFICIENTS OF THE CALIBRATION C’URVESOF

F1 ,6-BP, F2,6-BP, F6-P, G6-5 AND DHAP PREPAREDIN BOTH LOW-

AND HIGH-IONIC STRENGTH SOLUTIONS OVER A CONCENTRATION

RANGE OF 6.25-200 @t
linear correlation coefficients of

the calibration curves
Ionic strength
of the sample F2,6-BP F1,6-BP DHAP F6-P C6-P

Lowa ().9999 0.9996 - 0.9999 0.997

Highb 0.993 0.993 0.993 0.995 0.995

‘HP3DCEwithdiode-anaydetector,L= 48 cm,1=40 cm,50 ~mid., 5
mkt 4-hwtrox@mzoate. DH 11.6.0.5 mM OFM Anion-BT. -15 kV, 5-see.- ..
injection at 0.75 psi.
bP/ACE5510 with UV 254-rim filter detector, L = 117 cm, 1= 110 cm, 75
pm id., 3 MM 4-hydroxybenzoate, pH 11.6,0.5 rm$f OFM Anion-BT, –20
kV, 15-secinjection at 0.5 psi.

also cause precipitation of Ivlgz+to Mg(OH)2 with K,P
(volubility procluct) = 10.7. Replenishment of the back-
ground electrolyte is an effective way to prevent the ac-
cLlmulation of Mgz+in the buffer vials.

Table 3

DETECTION SENSITIVITIES FOR PHOSPHATE SUGARS AS A FUNCTION OF

SAMpLE iONIC STRENGTH U51NG 4-HYDR0XYBEN20ATE A5

BACKGROUND ELECTROLYTE=
Lower detection limits in pM at

a signal-to-noise ratio of 3
Ionic strength F2,6-BP - F1,6-BP F6-P G6-P

Low 1.5 1.5 2.3 2.9

High 1.3 1.3 1.7 2.0

%lectrophoretic conditions identicat to those described in Figure 8.

Quantitation and detection limits

Independent of the instrument used, excellent lin-
earity was observed over a concentration range of
6.25–200 pll The linear correlation coefficients ob-
tained for F2,6-BP, F1 ,6-BP, DHAP, F6-P, and G6-P,
which were prepared both in deionized water as well
as in high-ionic-strength enzyme bLlffer, are depicted in
Table 2.

The detection limits for F1 ,6-BP, F2,6-BP, DHAP,
F6-P, and G6-P, prepared both in deionized water (low
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Figure 12 The peak areas of first (black), 7Oth (strip) and 23rd
(cross) injection with and without buffer replenishment for
F2,6-BP (a) and G6-P (b). Samples were prepared in deionized
water without replenishment (W-NR), in 6.0 mM MgCll with-
out replenishment (Mg-NR) and with replenishment (Mg-R),
and in enzyme assay buffer without 6.0mM M@ and no re-
plenishment (EB-NR), with 6.0 mM M@ and no replenish-
ment (Mg and EB-NR), with 6.0 mM M@ and replenishment
(Mg and EB-R), and with 3.0 mM M# and replenishment (3
mM Mg and EB-R). Other conditions were the same as for Fig-
ure 70.

ionic strength) and enzyme assay buffer (high ionic
strength) are given in TabIe.3 A lower detection limit
was obtained when the sample molecules were pre-
pared in a high-ionic-strength enzyme assay buffer.’
When the P/ACE 5510 was equipped with a photodiode-
array detector, no difference in sensitivity was observed
compared to the HP 3DCEsystem. The Beckman system,
however, was about 30% less sensitive when equipped
with the filter UV detector, because less light reached the
detector. The upper detection limit was mainly deter-
mined by the resokttion at~~ined for the two pairs of iso-
mers, n~mely F1,6-BP and F2,6-BP, as well as F6-P and
G6-P. The estimated upper detection limit is about
0.3 mM. This does not limit the applic~bility of the
method since the physiological concentrations of these
phosphte compounds are fw less than 0.3 mM.

Conclusions

Using 5 m,t4 -i-hydroxybenzoate, pH 11.8, as back-
groLlnd ele~trolyte, CZE with inc[ire~t UV detection al-
Imved the simult:meous malysis of G6-P, F6-P, F1,6-BP,
F2,6-BP, I)HAP, GAP, PEP, pyruvate, :tnd ktcwlte. The
optimum detection -twvelength under these :llkaline

conditions was 280 nm. The detection limits for G6-P,
F6-P, F1 ,6-BP, and F2,6-BP ranged from 1 to 3 p.}f. Lin-
e~rity WJS observed over one to two orders of magni-
tude and was primarily limited by the resolution at-
tainecl at high concentrations for G6-P and F6-P as well
as F1 ,6-BP and F2,6-BP, respectively. The method may
serve as a valuable technique in the routine nleasure-
ment and monitoring of glycolysis metabolizes.

Acknowledgment

This work was supported, in part, by the National
Science Foundation and the Department of Energy/Ba-
sic Energy Science.

OCopyright 1996 ISC Technical Publications, Inc
Manuscript received March 15, 1996

References

1. Michal G. D-Gkrcose 6-phosphate and D-fructose 6-phosphate. Meth-
ods of enzymatic analysis. Weinheirn Verlag Chemie, 1984,6:191-8.

2. Michal G. D-Fructose 1,6-bisphosphate, dihydroxyacetone phos-
phate and D-glyceraldehyde 3-phosphate. Methods of Enzymatic
Analysis. Weinheirn Vedag Chemie, 1984,6:342-50.

3. Schaftingen E. D-Fructose 2,6-phosphate. Methods of enzymatic
analysis. Weinheim: Verlag Chemie, 1984; 6:335-41.

4. Lamprecht W, Heinz F. D-Glycerate 2-phosphate and phospho-
enolpyruvate. Methods of enzymatic analysis. Weinheim: Verlag
Chemie, 1984,6:55541.

5. Lamprecht W, Heinz F. Pyruvate. Methods of enzymatic analysis.
Weinheim: Verlag Chemie, 1984, 6:570-7.

6. NoII F. r,-(+) -Lactate. Methods of enzymatic analysis. Weinheim:
Verlag Chemie, 1984, 6:582*.

7. Romano J, Jandik P, Jones WR, Jackson PE. Optimization of inor-
ganic capillary electrophoresis for the analysis of anionic solutes
in real sample. J Chromatogr 1991;546:411-21.

8.Kenney BF. Determination of organic acids in food samples by
capillary electrophoresis. J Chromatogr 1991; 546:42>30.

9. Jandik P, Jones WR. Optimization of detection sensitivity in the
capillary electrophoresis of inorganic anions. J Chromatogr 1991;
546:43143.

10. Jandik P, Jones WR, Controlled changes of selectivity in the sepa-
ration of ions by capillary electrophoresis. J Chromatogr 1991;
546:445-58.

11. Jandik P, Jones WR. Various approaches to analysis of difficult
sample matrices of anions using capillary ion electrophoresis. J
Chromatogr 1992; 608:385-93.

12.OefnerPJ. Surface-charge reversed capillary zone electrophoresis
of inorganic and organic anions. Electrophoresis 1995; 16:46-56.

13. Vorndran AE, Oefner PJ, Scherz H, Bonn GK. Indirect LIV detec-
tion of carbohydrates in capillary zone electrophoresis. Chro-
matographia 1992; 33:163-8.

14, Shamsi SA, Danielson ND. Ribonucleotide electrolytes for capillary
electrophoresis of pol yphosphates and polyphosphonates with in-
direct photometric detection. Anal Chem 1995; 67:1843-52.

15. D~bek-Zlotorzynska E, Dlouhy JF. Capiltwy zone electrophoresis
with indirect UV detection of organic anions using 2.6-naph-
thalenedicmboxylic acid. J Chromatogr A 1994; 685:14>53.

16. Henshdl A, H~rrolcl MP, Tso JMY. Sep~ration of inositol phos-
ph~tes by ~tpillwy electrophoresis. J Chromatogr 1992; 608:413-9.

17. Buchberger W, Cousins SIM, HIdciad Ptt. Optimimtion of indirect
UV de[ection in r~pillmy zone electrophoresis of low-molecular-

tnass aninns. Trends And Chem 1994; 13:313–9.

18. Yeung ES. Indirect detection methods: looking for what is not
there. Acc Chem Res 1989; 22:125-.5.

239

J.CAP. ELEC. 003:31996 163



PATTERN FORMATION IN RAYLEIGH-BENARD CONVECTION AT
SMALL PRANDTL NUMBERS AND WITH ROTATION ABOUT A

VERTICAL AXIS
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Abstract

We review results from and future prospects for experimental studies

of Rayleigh-B6nard convection with rotation about a vertical axis. At

dimensionless rotation rates O ~ Cl ~ 20 and for Prandtl numbers o s 1,

Kuppers-Lortz-unstable patterns offered a unique opportunity to study

spatio-ternporal chaos immediately above a supercritical bifurcation where
weakly-nonlinear theories in the form of Ginzburg-Landau (GL) or Swift-
Hohenberg (SH) equations can be expected to be valid. However, the

dependence of the time and length scales of the chaotic state on c -
AT/ATc – 1 was found to be different from the expected dependence based

on the structure of GL equations. For Cl Z 70 and 0.7 S a ~ 5 patterns

were found to be cellular near onset with local four-fold coordination.

They differ from the theoretically expected Kiippers-Lortz-unstable state.

Stable as well as intermittent defect-free rotating square lattices exist in
this parameter range.

Smaller Prandtl numbers ( 0.16 S a S 0.7 ) can only be reached in
mixtures of gases. These fluids are expected to offer rich future opportu-
nities for the study of a line of tricritical bifurcations, of supercritical Hopf
b~furcations to standing waves, of a line of codimension-two points, smd of
a codimension-three point.

I. INTRODUCTION

Convection in a thin horizontal layer of a fluid heated from below (Rayleigh-B6nard
convection or RBC) has become a paradigm for the study of pattern formation. [1]

It evolves from the spatially-uniform pure-conduction state via a supercritical bifur-
cation when the temperature difference AT is increased beyond a critical value ATC.
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It reveals numerous interesting phenomena including spatio-temporal chaos (STC) as

.c - Al’/ATc — 1 grows. [1] Many of these phenomena have been studied in detail re-

cently by our groups at Los Alamos [2–8] and at Santa Barbara [9–15], as well as by

others [16–20], using primarily compressed gases as the fluid, sensitive shadowgraph flow-

visualization, image analysis, and quantitative heat-flux measurements [12]. However,

as AT. is approached from above and Ebecomes small enough for the pattern-formation
problem to become theoretically tractable by weakly-nonlinear methods, the system be-
comes relatively simple and its behavior can be described in potential (or variational)
form. Then the steady-state pattern is time independent. In the absence of perturb-
ing boundaries it consists of parallel rolls as shown in Fig. la [13] and as predicted
theoretically [21] already 33 years ago.

Fig. 1. Convection patterns for small c. (a) is for O = O and Ar gas with o = 0.69

and e = 0.07 (from Ref. [13]). It shows the predicted [21] straight-roll pattern. (b) is
for Cl = 15.4 and C02 at a pressure of 32 bar with o = 1.0 and ~ = 0.05 (from Ref.
[22]). It shows a typical example of a pattern in the Kuppers-Lortz-unstable range. (c)
is for Argon at 40 bar with o = 0.7, Q = 145, and e = 0.04 (from Ref. [23]); it shows

no evidence of the Kuppers-Lortz instability, and instead consists of a slowly-rotating
square lattice.

The system becomes much more complex and interesting even near onset when it is
rotated about a vertical axis with an angular velocity Q. In that case the coriolis force
proportional to fi x Z acts on the fluid (here 7 is the fluid velocity field in the rotating
frame) and renders the system non-variational. Thus time dependent states can occur
arbitrarily close to onset. Since the bifurcation remains supercritical for Q >0, the flow
amplitudes still grow continuously from zero and the usual weakly-nonlinear theories,
for instance in the form of GL or SH equations, should remain applicable. Thus one
may expect interesting new effects to occur in a theoretically tractable parameter range.

Indeed it was predicted [24–26] that, for Q > QC, the primary bifurcation from the
conduction state should be to parallel rolls which are unstable. Although Q depends on
the Prandtl number o (the ratio of the kinematic viscosity v to the thermal diffusivity K),
it has a value near 14 for the a-values near unity which are characteristic of compressed
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gases (Q is made dimensionless by scaling time with the vertical viscous diffusion time

~/v where d is the cell thickness). The instability is to plane-wave perturbations which

are advanced relative to the rolls at an angle @ j~~ in the direction of Q. This phenomenon

is known as the Kiippers-Lortz instability. A snapshot [22] of the resulting nonlinear
state of convection is shown in Fig. lb. The :pattern consists of domains of rolls which

incessantly replace each other, primarily by irregular domain-wall motion. [2,22,27–30]
The spatial and temporal behavior suggests the term “domain chaos” for this state. We
discuss this state in the next Section.

Theoretically, the KL instability is expected to persist near onset up to large values

of Q. Thus it was a surprise that the patterns found in experiments near onset changed
dramatical~y when $2was increased. [23] For Cl z 70, there was no evidence of the charac-
teristic domain chaos until e was increased well above 0.1. At smalIer e, slowly-rotating,
aesthetically appealing, square lattices were encountered. Since these experimental ob-
servations axe very new, it remains to be seen whether a reasonable explanation can be
offered. They will be discussed in Sect. III.

Finally, we look forward to as yet unrealized experimental opportunities which this
system has to offer in the parameter range of Prandtl numbers well below unity. Pure

fluids (with rare exceptions [31]) have a z 0.7. Recently it was shown [13,14] that
smaller values of a can be reached by mixing two gases, one with a large and the other
with a smalll atomic or molecular weight. The most extreme example readily available is
a mixture of H2 and Xe. Prandtl numbers as small as 0.16 can be reached. In the range

a S 0.6, a number of interesting new phenomena are predicted to occur. [26,32] In the
a – Q plane they include subcritical bifurcations below a line of tricritical bifurcations,
[33] Hopf bifurcations to standing waves, a line of codimension-two points where the
Hopf bifurcation meets the stationary bifurcation, and a codimension-three point where
the codimension-two line and the tricritical line meet. The opportunities for research in
this parameter range are outlined in Sect. IV.

II. KUPPERS-LORTZ DOMAIN-CHAOS

For a Z 0.33, the bifurcation to convectic,n in the presence of rotation is expected to
be supercritical both below and above Q. Thus the’ KL instability offers a rare oppor-
tunity to study STC in a system where the a,verageflow amplitude evolves continuously
from zero and where thus weakly-nonlinear theories might be expected to be applicable.
After receiving only limited attention for several decades [24–28,34,35], the opportunity
to study STC has led to a recent increase in activity both theoretically and experimen-
tally [12,22,3642]. Indeed, as predicted theoretically, [24] the straight rolls at the onset
of convection for dimensionless rotation rates !2 > Q= are unstable to another set of rolls
oriented at an angle ~~ with respect to the cmiginalrolls along the direction of rotation.
In the spatially extended system this leads to the co-existance of domains of rolls of
more or Iess uniform orientation with other domains of a different orientation. A typical
example is shown in Fig. lb. Experiments by Heikes and Busse [27,28] in water using
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shadowgraph visualization rather far from onset (~ ? 0.5) established qualitatively the
existence of the KL instability. The replacement of a given domain of rolls proceeded
via domain-wall propagation. More recently our Los Alamos group investigated the KL
instability with shadowgraph flow-visualization very close to onset and demonstrated
that the bifurcation is indeed supercritical, and that the instability leads to a contin-
uous domain switching through a mechanism of domain-wall propagation also at small
e. [2,22,29,30] This qualitative feature has been reproduced by Tu and Cross [38] in nu-
merical solutions of appropriate coupled GL equations, as well as by Neufeld et al. [40]
and Cross et al. [41] through numerical integration of a generalized SH equation.

I

~’
4’

1o“’ -

e E

Fig. 2. The characteristic frequencies w. (left) and lengths f (right) of the KL state.
The data were divided by Q-dependent constants W, and & so as to collapse them onto
single curves. The dashed lines are shown for reference and have the slopes 1 for w.
and -1/2 for ~ which correspond to the theoretically expected exponents of the time and
length scales near onset. The data sets cover approximately the range 14< Q S 20. See
Refs. [22], [29], and [30] for details.

Of interest are the time and length scales of the KL instability near onset. The GL
model assumes implicitly a characteristic time dependence which varies ss e–l and a
correlation length which varies as e‘112. We measured a correlation length given by the

inverse width of the square of the modulus of the Fourier transform as well as a domain-
switching frequency as revealed in Fourier space, and obtained the data in Fig. 2. [22,29]
These results seem to be inconsistent with GL equations since they show that the time in
the experiment scales approximately as ~’112 and that the two-point correlation length

’114 These results also differ from numerical results based onscales approximately as c .
a generalized SH equation [41] although the range of e in the numerical work is rather
limited. We regard the disagreement between experiment and theory as a major problem

in our understanding of STC. [43]



III. SQUARE PATTERNS AT MODEST a

Motivated by the unexpected scaling of length and time with e for the KL state at
Q ~20, our Santa Barbara group started anew investigation inwhichtherangeof Q
was significantly extended to larger values. To our surprise and contrary to theoretical
predictions [26,32], we found [23] in preliminary work that for Q 270 the nature of the
pattern nem onset changed qualitatively althcmgh the bifurcation remained supercritical.
We found square patterns like the one shown. in Fig. lc, instead of typical KL patterns
like the one in Fig. lb. The squares occurred both when we used Argon with c = 0.69
and when ithe fluid waa water with a s 5. The occurrence of squares in this system
is completely unexpected and not predicted “by theory; according to the theory the KL
instability should continue to be found near cmset also at these higher values of 0. Thus
our preliminary work has uncovered a major disagreement with theoretical predictions
in a parameter range where one might have expected the theory to be reliable. We
believe that this calls for a systematic experimental study over appropriate parameter

ranges. We expect to explore the range O S fl S 400 and 0.7 S o S 5 in the near future,
and hope that this will shed light on the extent and origin of the difference between the
physical system and the predictions.

IV. THE RANGE 0.16< CT<0.7

When a RBC system is rotated about a vertical axis, the critical Rayleigh number
R.(Q) increases as shown in Fig. 3a. Rc(fl)t is predicted to be independent of a, and
experiment [29] and theory [44] for it are in excellent agreement. For a > 0.33 the
bifurcation is expected to be supercritical a,nd to lead to KL chaos unless Q is quite
large. As discussed above in Sect. III, our recent preliminary experiments have cast
doubt upon this; for Q ~ 70 we found square patterns which are clearly unrelated to the
typical KL domains. For large $2and a <0.68, the stationary bifurcation is predicted
[32] to be preceded by a supercritical Hopf bifurcation; but for 0>0.33 we do not
expect to reach values of Q sufficiently high to encounter this in the experiment.

The range 0.16 S o S 0.33 is truly remarkable because of the richness of the bi-
furcation phenomena which occur there when the system is rotated. For instance, for
o = 0.26 there is a range from $2~ 16 to 190 over which the bifurcation is predicted to
be subcritical. This is shown by the dashed section of the curve in Fig, 3c. The subcrit-
ical range depends on a. In Fig. 3b it covers the area below the dashed curve. Thus,
the dashed curve is a line of tricritical bifurcations. [33] It has a maximum in the !2 – o
plane, terminating in a “tricritical endpoint”. An analysis of the bifurcation phenomena
which occur near it in terms of Landau equations may turn out to be interesting. One
may expect path-renormalization [45] of the classical exponents in the vicinity of the
maximum. We are not aware of equivalent phenomena in equilibrium phase transitions,
although presumably they exist in as yet unexplored parameter ranges.
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Fig. 3. The bifurcation diagram for RBC with rotation about a vertical axis. (a.)
Experimental and theoretical results for R=(0) obtained with water (open circles) and
Ar at two different pressures (triangles) on linear scales. After Ref. [23]. This curve is
expected to be independent of a. (b.) The dsshed curve gives the predicted tricritical
line in the O – o plane (the 0 axis is logarithmic). The dash-dotted line is the predicted
codimension-two line where the Hopf bifurcation is expected to meet the stationary
bifurcation [e.g. the solid circle for a = 0.26 in Fig. (c)]. For o = 0.24 the codimension-

two line is expected to intersect the tricritical line, leading to the codimension-three
point shown by the open circle in (c.). The upper dotted line in (b.) corresponds to
the path represented in (c.). The lower dotted line in (b.) represents the lowest a-value
accessible to experiment using gas mixtures. (c.) The solid and dashed lines show the
critical Rayleigh number m a function of 0 as in (a), but on logarithmic scales. The

dashed line shows the range over which the bifurcation is predicted to be subcritical for
o = 0.26. The two plusses, indicating the limits of this range, are the tricritical points
for this a-value. The dash-dotted line at large $2 shows the predicted Hopf bifurcation
for a = 0.26.

At relatively large Q, the stationary bifurcation (regardless of whether it is super-
or sub-critical) is predicted to be preceded by a supercritical Hopf bifurcation which is
expected to lead to standing waves of convection rolls. [32] Standing waves are relatively
rare; usually a Hopf bifurcation in a spatially-extended system leads to traveling waves.
An example is shown by the dash-dotted line near the right edge of Fig. 3b. As can be
seen there, the Hopf bifurcation terminates at small Q at a codimension-two point on
the stationary bifurcation which, depending on a, can be super- or sub-critical. The line
of codimension-two points is shown in Fig. 3a as a dash-dotted line. One sees that the
tricritical line and the codimension-two line meet at a codimension-three point, located
at Q s 270 and a = 0.24. We note that this is well within the parameter range acces-
sible to our experiments. We are not aware of any experimentally-accessible examples
of codimension-three points. This particular case should be accessible to analysis by
weakly-nonlinear theories, and a theoretical description in terms of GL equations would
be extremely interesting and could be compared with experimental measurements.

The a-range of interest is readily accessible to us by using mixtures of a heavy and a
light gas. [14] Values of a vs. the mole fraction x of the heavy component for a typical
pressure of 22 bar and at 25 “C are shown in Fig. 4. An important question in this
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relation is whether the mixtures will behave in the same way as pure fluids with the

same a. We believe that to a good approxi:mation this is the case because the Lewis
numbers are of order one. This means that heat diffusion and mass diffusion occur on
similar time scales. In that case, the concentration gradient will simply contribute to the
buoyancy force in synchrony with the thermally-induced density gradient, and thus the
critical Rayleigh number will be reduced. Scaling bifurcation lines by R=(9) (W is the
separation ratio of the mixture) will mostly account for the mixture effect. To a limited
extent we showed already that this is the case. [13,14] In more recent work we have
begun to show that the bifurcation line R=(fl)/RC(0) is independent of W. Nonetheless
we recognize that a theoretical investigation of this issue will be very important.

0.6

Oc?e_-l
o 0.2 0.4 0.6 0.8 1

x

Fig. 4. The Prandtl number a as a function of the mole fraction z of the heavy
component for three gas mixtures at a pressure of 22 bar and at 25 “C. From Ref. [14].

Assuming that the mixtures behave approximately like pure fluids, we see that the
codimensicm-three point can be reached using either H2-Xe or He-Xe mixtures. The
tricriticaI point can be reached also using He-SF6.
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