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INTRODUCTION

The failure of thermosetting polymer adhesives is
an important problem which particularly lacks under-
standing from the molecular viewpoint. While linear
elastic fracture mechanics works well for such poly-
mers far from the crack tip, the method breaks down
near the crack tip where large plastic deformation oc-
curs and the molecular details become important [1].
Results of molecular dynamics simulations of highly
crosslinked polymer networks bonded to a solid sur-
face are presented here. Epoxies are used as the guide
for modeling. The focus of the simulations is the net-
work connectivity and the interracial strength.

In a random network, the bond stress is expected
to vary, and the most stressed bonds will break first
[2]. Crack initiation should occur where a cluster of
highly constrained bonds exists. There is no reason
to expect crack initiation to occur at the interface.
The results to be presented show that the solid sur-
face limits the interracial bonding resulting in stressed
interracial bonds and interracial fracture. The bonds
in highly-crosslinked random networks do not become
stressed aa expected.

The sequence of molecular structural deformations
that lead to failure has been determined and found to
be strongly dependent upon the network connectivity.
The structure of these networks and its influence on
the stress-strain behavior will be discussed in general.
A set of ideal, ordered networks have been constructed
to manipulate the deformation sequence to achieve dif-
ferent fracture modes (i.e. cohesive vs. adhesive).

SIMULATION METHOD

Model. Following a large body of work on poly-
meric systems [3], MD simulations are performed on a
coarse-grained, bead-spring polymer model. Because
of the long relaxation times typical of polymer dynam-
ics, atomistic simulations are not viable. By coarse
graining, a sufficient increase in computational speed
is acldeved to treat the relaxation times while still
treating the fundamental aspects of polymers. Also,
the coarse-grained models are closer to the continuum
models with which we ultimately want to connect.
A modification of the successful Kremer-Grest bead-
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spring model is used [4]. Polymer chains are composed
of beads which interact via a Lennard-Jones (LJ) in-
teraction with a cutoff at 2.5.

uLJ(~) = 4UI[(d/7j12 – (d/r)b] (1)

where U. is the LJ energy unit and d is the len~h
unit and particle diameter. The bond potential is
composed of two parts. The first part is the purely
repulsive LJ potential with a cutoff at r = 2116. In
order to break bonds and preserve the continuity of
the bond force a quartic potential is used to create a
potential with two minima. With a cutof at T2,

~4(T) = k4(T – TI)(T – T2)(T – T8)2 + US (2)

The parameter set 1 is: kA = 1200, ?’1 = 0.75, T2 =

1.55, T, = 1.3 and Us = 34.69. The parameter set 2 is:
k4 = 1434.3, T1 = 0.74, T2 = T. = 1.5 and v. = 67.22.
Chains can cross only by breaking bonds.
Geometry. The complete system consists of a poly-
mer network between two walls with separation h. The
(111) direction (z-direction) is perpendicular to the
walls. Each wall is composed of particles in two layers
of an fcc lattice with nearest neighbor distance 1.204.
The wall particles are bound to the lattice sites by a
harmonic spring with spring constant 100. The po-
tentials for the wall particles are identical to the bead
potentials.
Procedures. The dynamics of the system is per-
formed at constant temperature using the Langevin
thermostat. The integration time step is 0.005. Epox-
ies form highly crosslinked molecular networks with
each strand consists of only a few monomers. Typ-
ically a bead corresponds to 2 or 3 monomers [4].
A bead-spring model with two beads per strand is
the best match for highly crosslinked epoxies. To
create a random network R similar to epoxy net-
works, a liquid mixture of two bead and three bead
molecules is crosslinked dynamically. The three bead
molecule haa a sixfold functional crosslinker bead al-
ready bonded to a two bead strand. All beads have
identical potential parameters. After equilibrating the
mixture, crosslinkers are first bonded to the walls. The
crossliikers are bonded to strands until at least 95% of
all possible bonds are made. Afterward, the tempera-
ture is reduced below the glass transition temperature
(0.5) to 0.3. The tensile pull is performed by moving
the walls apart at constant velociW. The tensile and
shear stresses are calculated from the total wall force.

ILESULTS

Random Networks. In Fig. 1 the stress-strain curve
for bond set 1 is shown for both walls pulled at a wall
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An assessment of how sparger design tiects the gas volume
fraction distribution in an SBCR vessel is currently being petionned
in collaboration with Air Products and Chemicals and Washington
Universi~ in Saint Louis, Mk+souri. Of particular interest is how.the
number, size, distribution, and direction of the holes through which
the gas is injected into the liquid tiect the development of the gas
distribution. In the study described here, gamma-densitometry
tomography is applied to measure the gas distributions in gas-liquid
flows generated by different sparger designs. Results are presented
that will be used as detailed data sets for multiphase model
development. Comparisons are rdso made to findings in other
bubble-column hydrodynamics studies in the literature.

EXPERIMENTAL APPARATUS

Sandia SBCR Facility
The sparger studies are being conducted in a slurry bubble-

column testbed installed at Sandia for hydrodynamic studies at
industrially relevant conditions. The SBCR testbe~ shown in
Figure 1, has an inner diameter of 0.483 m. and an inner height of

3.15 m. The column is rated for headspace pressures Pcol up to 689

IcPa gauge and temperatures up to 200° C. (unless otherwise stated,
all pressures in this paper are absolute.)

Typically, water or mineral oil is used as the liquid phase in
these experiments. DrakeolTM,a light mineral oil, is used to simulate
the liquid used in the coal liquefaction process, but no chemical
reaction takes place in the Sandla SBCR Dry air is introduced into
the column from a high-pressure air supply through one of several
interchangeable spargers mounted at the bottom of the column. Air
volumetric flow rates up to 3300 L rein-’, corresponding to superficial
gas velocities UG up to 30 cm s-], routinely produce churn-turbulent

flow conditions in the column.
A total of 24 ports are placed along the column walls for viewing

the flow or for use as instrumentation ports. The ports me at each of
six levels that are spaced 0.457 m along the column height. Currently
the column is extensively instrumented with pressure diagnostics at
all levels and thermocouples at the column wrdl.

Sandia GDT System
The gamma-densitometry tomography (GDT) system developed

at Sandia for studies of industrial-scale multiphase flows is shown in
Figure 1 (Torczynski et al., 1996; Shollenberger et af., 1997). The

‘37CSgamma source, a sodium-iodidesystem consists of a 5-curie
detector system, horizontal and vertical traverses that position the
source and detector on opposite sides of the test object, and hardware
and software for data acquisition and system control.

Gamma ray attenuation is measured along parallel beam paths
through the column and translated into a gamma attenuation
coefficient P averaged along each path. The Abel transform (Vest,
1985) is then used to convert the path-averaged attenuation
coefficients to a normalizd radial attenuation profile in the circular
domain. Finally, the radial attenuation profile is used to reconstruct a
gas volume fraction distribution SG(r) through the formula

.G(r). ::~j , (1)

Figure 1. Sandia SBCR testbed and GDT system. The
vertical traverse is to the right of the column; the gamma
source and its horizontal traverse are visible in front.

where the gas and liquid attenuation coefficients are known a priori.
The Abel transform uses the assumption of an axisymmem-c phase
distribution, an assumption that is valid for many vertical gas-liquid
flows when averaged over long time scales. In the flows considered
here, GDT measurements along one chord through the column are
taken over the course of a fill minute, and scans across a single plane
require approximately 15 minutes. Hence, while gas volume
fictions can be found from GDT data as a fiction of radial position
br as volumetric averages, all measurements are inherently averages
in time.

For the SBCR experiments, a 3-m vertical traverse has been
constructed to allow GDT scans at several locations ranging ffom the
vicinity of the sparger to the top of the liquid column. The vertical
traverse transports the horizontal stage, which moves the source and
detector in tandem on opposite sides of the column. This vertical
traverse rdlows the effect of sparger parameters on radial and axial
gas distribution in the bubble column to be determined in detail and
also allows the flow development length to be determined for each
sparger.
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Sparger Number Hole Hole
geometry Porosity of holes dia. (mm) direction

A 0.0005 120 1.0 Lb
B 0.0010 96 1.55 up
c 0.0010 24 3.175 up
D 0.0010 4 7.60 up
E 0.0010 96 1.55 Down

Sparqer Desirms
To determine the effects of sparger hole size, location, and

number on gas distributions within the gas-liquid flow, four cross-
shaped spargers have been designed and built for the SBCR
Figure 2 is a photograph of sparger A used in the first set of tests. All
spargers are made of stainless steel, have identical arms of 1.59-cM
ID stainless tubing and have an arm span of 45.4 cm. The spargers
are mounted in the vessel such that holes on the top of the arms are
located z = 0.176 m above the vessel bottom, at a nondimensionalized
height zID of 0.36.

Table 1 lists the hole geometry of all sparger configurations to be
tested and their resulting porosity, defined as the ratio of the total
hole area to the area of the column. Most of the spargers have the
same porosity of 0.0010, a value chosen to avoid sonic flow by the
gas as it leaves the sparger holes. One-quarter of the total number of
holes on each sparger resides on each of the four arms, and the holes
are spaced evenly over a distance of 15.2 cm. Sparger geometry E
will be produced by rotating the arms of sparger B so that the holes
face downward; this geometry will test the effects of hole direction on
gas distribution. In this case the holes will be located at an elevation

of z = 0.157 m, or z/D= 0.33, above the vessel bottom.

TEST MATRICES
A test plan is underway to assess the hydrodynamic

characteristics of the spargers over pressures and flow rates
appropriate to industrial applications. For each sparger configuration,
the column is initially filled with liquid to a depth of z = 1.93 m

(z/D = 4.0). A matrix of up to six airflow rates and four or five
headspace pressures is then applied. At each set of conditions,
horizontal planes at several vertical locations are scanned using GDT
to determine the gas phase distributions, average gas volume
fractions, and development lengths in the flow. The fi.dl set of GDT
measurements currently consists of data collected at eight vertical
locations, z= 0.546 m to 2.146 m (z/D = 1.1 to 4.4) in steps of 0.229
m. Measurements are made along 11 chords across each plane, and
gamma counts are collected for 60s at each chord.

The first matrix of 22 conditions has been completed for sparger
A using Drakeol 10 as the liquid phase. This grade of Drakeol has a
density of 846 kg m-3, a viscosity of 0.031 Pas, and a surface tension

with air of 0.032 N m-l. JiI all, five values of Pcol were employed:

103 kpa through 517 IcPa in increments of 103 kpa. Six values of

UG were also applied 5 cm s-’ through 30 cm s-’ in increments of 5

cm S-l. Some condhions in the potential 5x6 test matrix could not be
achieved for practical reasons, resulting in only 22 tests being
performed. For example, because of the exhaust line geomehy, a
superficial gas velocity of 30 cm S-l produces a minimum headspace
pressure of 170 IcI@ preventing data from being obtained at 30 cm s-’
and 103 k%.

A reduced test matrix of 14 conditions over the same parameter
space has rdso been completed using Drakeol 10 and sparger D. TIds
matrix incorporated the same range of superficial gas velocities, but
based on the small changes in gas volume fiction with column
pressure observed during tests with sparger ~ no tests were
pefiormed at 414 kpa

RESULTS AND DISCUSSION
The proms for reconstructing gas volume fiction profiles is

illustrated in Figure 3. The data points in the graph are chord-
averaged gas volume tictions obtained by applying Eq. 1 to GDT
attenuation measurements along each beam path. Unlike the final
radial phase profile, each chord-averaged value at x = r incorporates
phase information over a range of radial positions from r to R, as
shown in the diagram. The dashed line in the graph indicates the fit
to the chord-averaged gas volume fiction dat% the fit was obtained
by applying Eq. 1 directly to the fit of chord-averaged attenuation
data. Finally, through the Abel transform and Eq. 1, the attenuation
curve in x is converted to the radial gas volume fiction profile in r
(the solid line). A fourth-order polynomial was chosen to fit the raw
data in all reconstruction in the typicrd case of Figure 3, the average
absolute deviation between the raw data and the curve fit is 0.004 in

&G.

From the GDT attenuation measurements, radial and axial
distributions of gas volume fiction were determined for each flow
condition. Some of the experiments at a given condition were
duplicated to establish the repeatability of results. Local values of
gas volume flaction varied, typically, by 0.01 or less between
repeated cases. This may reflect the effects of dhTerences in column
pressure and superficial gas velocity between “identical” cases (3 to
17 kpa and 0.1 to 0.8 cm s-’, respectively); however, these differences

in &G between cases are also on the order of the estimated

uncertainty in GDT measurements of +0.01 (George et al., 1999).
The measurements are thus considered repeatable to within
experimental uncertainty.
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Figure 3. Example of reconstruction of a radial gas
volume fraction distribution from chord-averaged data.
Top: geometry of a measurement chord formed by a
gamma path. Bottom: comparison of path-averaged
values (in x) with the radial reconstruction (in r).

Sparaer A results

Figure 4 shows the volume-averaged gas volume fraction EG in

the column as a fimction of superficitd gas velocity UG and

headspaee pressure Pcol, for all the conditions tested in the sparger A

matrix. Integration of the gas volume fraction profiles over each scan

phine is used to obtain cross-seetiomd averages (&G). since the

GDT scan planes are evenly spaced, a simple average is then taken

over the vesse] vo]ume of values of(~G) in the developed flow region

from z/D = 1.6 to 3.5 to determine the volume averages, ~G.

Correlations for average gas volume fiction commonly cited in
the literature (Akita and Yoshid~ 1973; JVdkinson et aL, 1992;
Deckwer and Schumpe, 1993; Josbi et al., 1998) were obtained using
significantly different sparger configurations and liquid column

0.3

EG 02
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, I

0.0I t * 1 1 1 t I
o 5 10 15 20 25 30 3s

u= (em s-’)

Figure 4. Column-average gas volume fraction as a
function of superficial gas velocity and headspace
pressure for sparger A.

dimensions than are found here and do not predict the measured
values well. The following correlation was derived from t~e data in
this work

(P.r[%r ‘2)yG = 2.o(j67MO0.w8 &

The Morton number, a measure of the relative importance of viscosity
to that of surface tension, is defined as

Mo =~,
C73,L

and the Weber and Reynolds numbers
properties and the superficial gas velocity.

,@@
ReL = —

qL

pLU~D
WeL = —

~.

(3)

are based on the liquid

(4)

(5)

This eorre[ation is plotted as the solid lines in Figure 4; as seen in the
figure, the correlation reproduces the measured gas volume fiaetions
well except for the values at the two highest flow rates.

v~”ations in the cross-sectiond average (&G) along the eo]umn

height have been studied for all test conditions to investigate the
effects of pressure and gas flow rate on development length. As an

examp]e, Figure 5 shows the vm”ation of (SG) as a finction of

dimensionless height z/D above the bottom of the eohnnn, for all
values of superficial gas velocity and a nominal headspaee pressure of

207 k%. Figure 6 similarly presents variations in (&G) with z/D

and headspace pressure for a nominal supertlcial gas velocity of
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Figure 5. Average gas volume fraction versus
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function of supertlcial gas velocity for sparger A.
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Figure 6. Average gas volume fraction versus
dimensionless distance z/D above the column floor as a
function of column pressure for sparger A.

UG =20 cm s-l. The cross-sectional averages of gas volume fiction

do not vary significantly with height for most test conditions.

However, at the highest values of UG and Pcol, an entrance region

or development region is evident. An appreciable decrease in gas
volume fraction of 0.02 to 0.04 is seen with increasing height above
the sparger at these conditions, a significant change compared to the

uncertainty of about +0.01 in SG. This entrance region is seen to

occupy the first one or two diameters above the vessel bottom, and
above z/D = 2, no significant variation is observe~ It is also noted

that the length of the entrance region appears to increase with UG

for a given headspaee pressure and with Pm, for a constant

superficial gas velocity.
Changes in the gas volume fraction radial distribution s~ (r)

with vertical position, headspace pressure, and flow rate have also
been investigated. Figure 7 shows representative radial gas volume
fraction profiles at all measurement locations for a nominal headspace
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Figure 7. Typical gas volume fraction radial profiles as a
function of axial height in the SBCR.

pressure of 207 kPa and a superficial gas velocity of 25 cm s-]. The
profiles are nearly identical at all elevations except for z/D = 1.1
(near the sparger, where the profile is noticeably flat toward the
centerline) and z/D = 4.4 (near the free surface, where ?he profile is
sharply peaked). For all flow conditions, fourth-order fits are
consistently required at the lowest measurement level near the
sparger to reconstruct the radial gradients in the gas volume fraction
profile. At all higher locations a parabola adequately represents the
profiles – i.e., the fourth-order coefficient is small. This trend is
identical to that demonstrated by multiple-hole spargers at ambient
pressures and is the result of liquid circulation carrying bubbles
toward the column center until the flow is filly developed (Joshi et
al., 1998). Except for the lowest and highest measurement locations,
only a small variation in gas distribution with vertical location is
observed. This is consistent with the development length

observations made earlier from the values of (SG).

Figure 8 shows the variations in gas volume fiction radial
profiles with super%cial gas velocity and dimensionless vertical

height for a nominal column pressure PcOl of 207 H%. For a fixed

pressure and a particular height, an incre~e in UG k seen to

increase the local gas volume fiction more at the column axis than at
the wall. This trend is in agreement with many other observations,
most made at ambient pressures (Adkins et al., 1996 Kmnar et al.,
199~ Joshi et al., 1998).

Similarly, Figure 9 shows &G(r) as a Ilmction of z/D and PCOI

for a nominrd superficird g6s velocity UG of 20 cm s-]. Compting

profiles at a given axial heigh~ an increase in headspace. pressure at

fixed UG is seen to increase the gas volume fiction almost

uniformly at all radird locations. These observations are in agreement
with previously reported results for air-water and air-Drakeol 10
phase distributions (Adkins et al., 199@ Torczynski et al., 1997).
Also, by mmparing Figures 8 and 9, it can be seen that gas volume
fraction profiles are more sensitive to changes in supeficird gas
velocity than changes in column pressure.
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Figure 9. Gas volume fraction profiles as a function of
headspace pressure and distance from the column bottom
at a superficial gas velocity of 20 cm s-’. Sparger A was
used to produce these flows. The legend for all cases
appears in the top figure.
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Figure 8. Gas volume fraction profiles as a function of
supeticial gas velocity and distance from the column
bottom at a headspace pressure of 207 kPa. Sparger A
was used to produce these flows. The legend for all cases
appears in the top figure.
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Sparqer D results
A reduced test matrix has been completed for sparger D, which

differs the most in hole number and hole size from sparger A.

Figure 10 shows the average gas volume fraction .ZG in the column

as a tinction of UC and PCO1for all conditions tested in the sparger

D matrix. As before, an average is taken using the cross-sectional

profiles from z/D = 1.6 to 3.5 tO determine ~c. predictions from the

correlation developed from sparger A data (Eq. 2) are also graphed as
solid lines in F@e 10. It is evident that the spazger A correlation
also predicts results from sparger D well, suggesting that differences
in hole sim and number have little influence on the column average
gas volume fraction.

Figure 11 shows the cross-sectional average vrdues (SG) as a

fimction of dimensionless height z/D above the bottom of the column,
for a nominal pressure of 207 kPa and six different flow rates from
sparger D. Results tlom sporger A at the same pressure and nominal
flow rates (Figure 5) are repeated in Figure 11 with dashed lines.
The flows generated by spargers A and D have similar average gas
volume fractions except at the lowest level near the sparger. Notablyj

at 20 cm s-] and below, (~c ) increases with height to the

equilibrium value at z/D = 1.6 in the case of sparger D but remains
steady with height or decreases to the same equilibrium value in the
sparger A tests. Explanations for this behavior are being investigated.

While the cross-sectional average vahres from the two spargers
exhibit the same trends and similar values beyond z/D = 1.6, the
radial profiles are clearly very different, as seen by comparison of
Figure 7 and Figure 12. The profiles from sparger D shown in
Figure 12 progress from a quartic profile with severe grtilents at z/D
= 1.1 to a fmiliar parabolic curve at z/D= 4.4, and the gas volume
fiction on the column centerline continually increases with axial
height. The profiles from sparger D were produced using quartic
curve fits at all axial locations. Even at the level nearest the sparger,
quartic fits are plausible representations of the daa os demonstrated
in Figure 13. Fits of higher order produced less deviation from the
data but yielded physically unreasonable gas volume fraction profiles.

The progression of these profiles with height indicates that a
filly developed, parabolic gas volume fraction profile is not obtained
from sparger D until about z/D = 3.5, much finlher up the column
than with sparger A It is concluded from the profile data that the
change in development lengths between flows from the two spargers
is significant, and that rdlal profiles are more uset%l than cross-
sectional averages in chozacterizing the development length of the
gas-liquid flow.

CONCLUSIONS
Gamma-densitometry tomography has been applied to measure

the effects of gas flow rate and pressure on gas phase distributions for
two sparger geometries in a bubble-column testbed. Increases in the
gas flow rate are seen to increase the local gas volume fraction
preferentially on the column axis, in agreement with investigations of
vertical gas-liquid flows at ambient conditions. The effect of column
headspace pressure on the gas distribution has been considered less
otlen in the literature; increases in column pressure in thk study
resulted in an increase in gas volume iiaction by a constant value
across the entire column. The development length of the gas volume
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Figure 10. Column-average gas volume fraction as a
function of superficial gas velocity and headspace
pressure for sparger D.
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Average gas volume fraction versus
height as a function of superficial gas

velocity and column pressure for both spargers tested to
date.

fraction profile was also investigated and found to increase with both
gas flow rate and column pressure.

The effects of sparger hole geometries on gas distributions are of
primary concern in this study. Gas-liquid flows have been generated
with a sporger containing 120 holes at a porosity of 0.0005 and a
sparger containing 4 holes at a porosity of 0.0010. Comparisons of
gas-liquid flows created by both spargers reveal a significant
difference in the vertical development length of the gas volume
fi-action radial distributions. The difference in the cross-sectionrdly-
averaged gas volume fictions of the two flows is smrdl, however.
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Figure 12. Gas volume fraction radial profiles as a
function of axial height produced by sparger D.
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length and radird gas distribution. The final matfix of ga3
distribution measurements as a fimction of flow rate, pressure,
sparger design, and liquid viscosity will eventually be used as
benchmark data for multiphose numerical code development.
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