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PREFACE 

A workshop was convened by the Division of Fossil Fuel Utilization of 
the U.S. Department of Energy in cooperation with the Particulate and 
Multiphase Process Program of the National Science Foundation to identify 
needs for fundamental engineering support for the design of chemical reactors 
for processing heavy hydrocarbon liquids. The underlying goal of this program 
is to achieve more effective use of hydrocarbons through more efficient con- 
version to electrical energy with fuel cells. Petroleum and coal derived 
liquids are expected to be attractive fuels for dispersed fuel cell power 
stations, but their application will require a processor to convert these 
fuels to hydrogen or synthesis gas to be fed to the cell. The problems 
associated with dispersing liquid hydrocarbons in a reacting gas and mixing 
within the gas phase are of primary concern. The reactor-design support 
studies undertaken for this program will also have application to hydrogen 
generation from heavy feed stacks for coal liquefaction and other processes. 

The transactions of the workshop begins with an introduction to the 
immediate goals of the Department of Energy. Fuel cell systems and current 
research and development are reviewed. Modeling of combustion and the 
problems of soot formation and deposits in hydrocarbon fuels are next con- 
sidered. The fluid mechanics of turbulent mixing and its effect on chemical 
reactions are then presented. Current experimental work and process develop- 
ment provide an update on the present state-of-the-art. 

The editor thanks the authors and the participants in the discussions for 
their cooperation and help in assembling this report on the transactions of 
the workshop. Appreciation is expressed to Teenah Chocola, Marlene Bukowski, 
and Carol Doyle for transcribing the tapes and typing this manuscript. 

J. D. Gabor, Editor 
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PROCEEDINGS OF THE WORKSHOP 
ON HYDROCARBON PROCESSING 

MIXING AND SCALE-UP PROBLEMS 

ABSTRACT 

A workshop was convened by the Division of Fossil Fuel Utilization of 
the U.S. Department of Energy in cooperation with the Particulate and Multi- 
phase Process Program of the National Science Foundation to identify needs 
for fundamental engineering support for the design of chemical reactors for 
processing heavy hydrocarbon liquids. The problems associated with dispers- 
ing liquid hydrocarbons in a reacting gas and mixing within the gas phase 
are of primary concern. 

The transactions of the workshop begin with an introduction to the imme- 
diate goals of the Department of Energy. Fuel cell systems and current re- 
search and development are reviewed. Modeling of combustion and the problems 
of soot formation and deposits in hydrocarbon fuels are next considered. The 
fluid mechanics of turbulent mixing and its effect on chemical reactions are 
then presented. Current experimental work and process development provide 
an update on the present state-of-the-art. 
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DOE OBJECTIVES - THE IMMEDIATE GOALS 

M. Zlotnick, U. S. Department of Energy 

The purpose of this workshop is to support the fuel cell activity in the 
area of fuel processing. We are working on fuel cells; a device that burns 
hydrogen and oxygen electrochemically to produce electricity. In this case, 
we are interested in obtaining hydrogen from liquid fuels derived from coal 
and petroleum. The details of these liquid-fuel conversion processes are 
the subjects of the following talks. 

I am going to talk for about five minutes about the reason for bringing 
us together in this workshop: We are here primarily to contribute to one 
technology; autothermal reforming (ATR). The idea of ATR is to mix air, 
steam and hydrocarbon fuel in proportions such that the net amount of heat 
required by the endothermic reaction for steam reforming of the hydrocarbon 
is provided by the partial oxidation of the hydrocarbon in the air. The 
reason for the workshop is to bring together the people in the engin~ ~ring 
and academic communities who have some special knowledge that may be seful 
to the people in inudstry who are doing the engineering of the ATR devices. 
Processing of hydrocarbons has been going on for a long time, and the first 
question that comes up is: What do you need that you haven't already got? 
There is a well-developed chemical industry. Where are we going relative to 
where we are? 

It turns out that substantial development is required before state-of- 
the-art processes can be practical with fuel cell power plants. If you are 
going to produce electricity efficiently, you can't afford to be wasteful in 
processing the fuel. Beyond that, for the fuel cell to be useful in many of 
the applications that are being discussed later, they have to operate unattend- 
ed, respond quickly to load changes and, of course, be economical to produce. 
Generally, the state-of-the-art fuel processing in the petrochemical industry 
is reasonably far away from meeting our requirements at this time without 
engaging in further development. 

To give you a feel for the kind of technology development that is needed, 
we're fortunate to have an example. The devices in the lower right-hand 
corner of the photograph in Figure i are two steam reformers having a capacity 
of 3 million cubic feet of hydrogen. These are steam reformers of the type 
being used in the United Technology Corporation 4.8 meBawatt fuel cell power 
plant that is scheduled for testing at a Consolidated Edison site in New York 
next year. In the background is a conventional steam reformer of the same 
capacity. That contrast is a more dramatic way of showing the kind of develop- 
ment that had to be carried out then. A list of the specifications is shown 
in Figure 2. This development consisted only of sophisticated and careful 
engineering. No new laws of nature were invented in producing this new 
device. That's the kind of hard work we are talking about. It's engineering 

work. 
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Figure i. 

COMPARISON OF 
UTC AND CONVENTIONAL REFORMERS 

CHARACTERISTIC" .UTC REFORMER CONVENTIONAL REFORMER 

FAST LOAD RESPONSE 15 SECONDS 5 MIN - I HOUR 

RAPID START-STOP CAPABILITY____ START - 4 HOURS _START 8 • 24 HOURS 
STOP - INSTANTANEOUS STOP 1 - O HOURS 

REFORMER FUEL . . . . . . . . .  PROCESS OFF-GAS 

PROCESS PRESSURE . . . . . . .  35 - 00 PSIG 

FURNACE PRESSURE . . . . . . .  35 PSIG 

PRESSURE OROP AT RATED 
THROUGHPUT: 

PROCESS SIDE, 15 PSi . . . . .  
BURNER SIDE . . . . . . . .  15 IN H~O 

TURNDOWN RATIO . . . . . . . . .  10:1 

___RAW FEEDSTOCK. 
'2 FUEL OIL ETC. 

. _ _ 1 5 0 .  600 PSIG 

, ~_0 .1  - 1 INC. H~O VAC. 

__35 - 65 PSI 
2 -  15 PSI 

__3:4 - 4:1 

OPERATION UNATTENDEO (REMOTE . . . . . . .  OPERATOR CONTROLLED 
CONTROL CAPABILITY) 

MAXIMUM DIMENSIONS . . . . . . .  111 z'H IO'W. _ NONE 

MAXIMUM WEIGHT ----70000 POUNDS . . . . . . . . . . .  NONE 

TOLERANCE TO SHIPPING LOAOS . . . .  3,5 G°S VERTICAL . . . . . . . . .  NONE 
4,0 G'S HORIZONTAL 

~C9016 
A~B2302 

Figure 2. 
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We are not interested in inventing new scientific techniques, nor are we 
interested much in improving the technology beyond what's needed to do the 
job that we are setting out to do. It is fairly well defined, well con- 
strained approach. The purpose of the applied research we want to plan with 
the aid of this workshop is to build the engineering tools and information 
needed to engineer the ATR more effectively. 

At this point, as we begin the workshop, it seems that we need to know 
many things. We may need to understand the reaction path -- unfolded from 
the flow -- as sort of basic tool relevant to the solution of the problem. 
Kinetics and thermodynamics data for the species that are initially there and 
that are formed in the process would seem to be an element of the problem. We 

may, also, need to do better in semiempirical predictions for the fluid mech- 
anics. One approach might be to improve techniques for working with cold flow 
experiments -- experiments and measurements where the chemical reactions are 

not involved -- and try to integrate these data with the kinetics and thermo- 

dynamics information obtained separately. 

Generally, we want to make use of experiment and theory. In cases where 
it's harder to produce the theory than the experiment, we want to use the 
experiment. In cases where it's harder to produce the experiment than theory, 
we want to use the theory. Pragmatism is the order of the day. 
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Comment and Reply on 

"DOE Objectives" 

by M. Zlotnlck 

I. T. Osgerby: 

M. Zlotnick: 

What are the cold flow experiments you are talking 
about? 

Cold flow experiments, to me, mean to try to test a 
manageable segment of a reactor at a large enough 
scale (perhaps full size) so that you know how to 
scale it to full size. If you know the physical 
properties of the gases that you are dealing with 
in a nonreacting flow, and are in a position to make 
measurements of the velocities and the state of the 
gas, then you may be able to take the results from 
the cold flow measurements and, by folding in your 
knowledge of the chemistry, be able to make inferences 
about what will happen in a practical device. One 
objective of this workshop might be to improve the 
tools for doing this. 

An alternative, of course, is to start from the 
Navier-Stokes equations, put in all sorts of details 
about turbulent flow, and turn the crank. Maybe that's 
the way we go ahead, but I am skeptical. We don't 
necessarily have to come out with a single approach 
here. But, as I said before, we want to be pragmetic. 
The problems are here, now, and we think in terms of 
getting some useful answers in a two-year time scale. 
Of course, the problem is not going to he solved in 
two years, and I think that there will be people 
worried about the same problems twenty years from 
now. So, there are no rigid constraints. 

We want to get ideas and not impose ideas on the group 
we called together, because we need ideas. 



FUEL CELL SYSTEMS 

R. D. Pierce 
Argonne National Laboratory 

My objective today is to give a cursory overview of fuel cell systems, 
for the benefit of those members in our audience who are not familiar with the 
fuel cell program. I realize that many in the audience have been working with 
fuel cells for years and they know a lot more about them than I do. I hope 
they will help me if we get questions. As Marry showed in one of his slides, 
there are several features of fuel cells that make them attractive for power 
generation. The first of these is their potential for high efficiency. 
Because they produce electricity electrochemically, they are not limited by 
Carnot efficiency. They maintain their very high efficiency over wide ranges 
of load, down to perhaps 25% of the design load. This makes them attractive 
as load following devices. They are quiet and non-polluting. Some of this 
credit for non-pollution comes because the system itself is not very tolerant 
to sulfur and requires a low sulfur feed. Fuel cell power plants can operate 
with low water requirements by using dry cooling. These features give them 
greater site flexibility than other power systems. They are attractive for 
installation in urban areas where other types of plants would be unacceptable 
and where it is extremely expensive to run transmission lines, or for the 
rural applications where the load centers are widely disbursed. As Marry 
mentioned, modular construction works out well for fuel cells, giving them a 
potential for factory fabrication with the economy in time and money that can 
come from that type of production. The modular-type construction also gives 
a plant the option of relatively simple scaleup at a later date and of doing 
maintenance on a portion of the system while the plant remains in operation. 
With the current state of the art, all the near term fuel cell concepts 
involve oxidation of hydrogen. They differ in the particular electrolyte used 
and the electrochemical reactions involved. Alkaline fuel cells using potassium 
hydroxide electrolyte and pure hydrogen and pure oxygen reactants were used 
successfully on space craft. The main reason they have not been developed in 
the U.S. for land based application is that the electrolyte is intolerant of 
carbon dioxide. The two types of fuel cells receiving the major support at 
the present time are the phosphoric acid fuel cell, which is known as the first 
generation fuel cell, and the molten carbonate fuel cell, or second generation 
cell. These each can use impure hydrogen as fuel, but the molten carbonate 
system has the additional advantage that it can use carbon monoxide-hydrogen 
mixtures. Therefore, synthesis gas coming from a gasifier is compatible with 
that system. 

Figure i is a schematic of the phosphoric acid fuel cell. The electrolyte 
for the cell is in a thin porous matrix containing concentrated phosphoric acid, 
and the electrodes are thin porous carbon containing a small amount of platinum 
catalyst. At the anode, hydrogen reacts to form hydrogen ions and liberate 
electrons to the external circuit. The hydrogen ions diffuse through the 
electrolyte to the cathode where they react with oxygen and accept electrons 
from the external circuit to form water. Typical operating parameters are 
given on the figure. 
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Fig. i. Phosphoric Acid Fuel Cell 

The molten-carbonate fuel cell which is shown schematically in Fig. 2, 
has a paste-type electrolyte that is a dispersion of lithium alumlnate 
particles, which are inert to the system, and a molten carbonate salt 
(generally lithium carbonate-potassium carbonate). This paste electrolyte 
forms a clay-llke structure which is referred to as a tile. The anode is a 
porous nickel alloy, and the cathode is nlckel-oxide. At the cathode, oxygen, 
carbon-dioxide, and electrons from the external circuit react electrochemically 
to form carbonate ions. These ions migrate through the electrolyte to the 
anode and react with hydrogen to form water and carbon dioxide and liberate 
electrons to the external circuit. In a practical system the carbon dioxide 

from the anode will be recycled to the cathode. I mentioned earlier that 
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carbon monoxide also can be utilized by these fuel cells. It is generally 
agreed that this occurs principally by the two step path involving first the 
gas shift reaction (shown in Fig. 2) to produce hydrogen followed by the 
electrochemical oxidation of hydrogen, but there could also be some direct 
electrochemical oxidation of carbon monoxide. As hydrogen is depleted and 
water is produced in the anode gas, the gas shift equilibrium favors carbon 
monoxide consumption. For a phosphoric acid plant, the gas shift can be 
performed in a reactor ahead of the fuel cell. 

___] L---- -C02' H20 
1 

~'2 02 + COz + 2e- + C03 

Air, 

2e- 

l ' I 
I I 

I I 
I t 

I t 
I I 

I I 
i I c s ~  

, I l ~  I ~l,.u 
I I 17  
i ~  .--, I 

I I 
I I 

I .I 
I i 

l.-~.J 
I ICO~I I 
I I 

H~. + CO3 -~ I12(} + CO,. + 2e" 

CO + H~0 + C0~ + II~ 

_F---"- H2' CO 

Temp 650°C 

Povler 125 W/ft 2 

Voltage 0.85 v 

Current 0.16 A/cm 2 

Fig. 2. Molten Carbonate Fuel Cell 
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A fuel cell's performance varies with the concentration of the reactants, 
and as the reaction proceeds the performance of the cell is going to be 
diminished. Diluents such as nitrogen, which may be introduced in a fuel 
handling, also will affect the performance of the cell. There is some 
practical limit on what utilization can be obtained in a flow through these 
cells. A carbonate cell ideally might have a fuel that is 50% hydrogen and 
25% carbon monoxide; more likely the fuel will be about 30% hydrogen and 10% 
carbon monoxide. A good system might consume 85% of that hydrogen-carbon 
monoxide mixture. The cathode feed might be 70% air and 30% carbon dioxide, 

and utilization is likely to be about 50% for the oxygen and 25% for the 

carbon dioxide. 

There is a sulfur tolerance problem with the molten carbonate fuel cells. 
The nickel anode will react with hydrogen sulfide in the fuel gas if the 
hydrogen to N2S ratio is low enough. Once nickel sulfide forms, the high 
surface area of the anode can be destroyed through the formation of a 
eutectic between nickel and nickel sulfide that melts slightly below the 
cell operating temperature of 65OEC. But if the sulfur in the fuel does 
not react with the nickel, it will be oxidized outside the cell along with 
any carbon not yet converted to C02, and if not removed, the sulfur will be 
introduced to the cathode along with the carbon dioxide. At the cathode, 
SO 2 will react with the carbonate salt to form sulfate ions. Although 

initially the sulfate ions will reduce back to sulfide at the anode, the 

reaction is wasteful of fuel and sulfur may recirculate and accumulate in 
the system until an unacceptable level is reached. The best approach in 
handling sulfur and the acceptable levels are still to be determined. One 
approach that has been mentioned is to set a specification on sulfur that 
the anode can accept, and process the recycle stream from the anode to prevent 
sulfur dioxide from reaching the cathode. 

With either type of fuel cell, it is necessary to assemble a number of 
cells in a series in order to get useful voltages for a power generator. In 
most engineering concepts the cells are assembled like a filter press to form 
what is referred to as a stack. Of course there are various ancillaries that 
must go with the fuel cell to make up a power generator. The phosphoric acid 
system is nearing commercialization, and there have been phosphoric acid power 

generators operated. The carbonate program, on the other hand, has been in a 

stage of cell development. This second system is worth pursuing because it 

has potential for higher efflciencies, because its higher operating temperature 
provides more useful waste heat, and because it is compatible with synthesis 
gas. Right now, DOE is about to issue a request for proposal (RFP) for 
engineering development of the molten carbonate system. This RFP is to 
cover the development of the readiness to build and test full-scale stacks 
and will involve system studies of fuel-cell power plants. 

Figure 3 indicates the three major subsystems that comprise a fuel cell 
plant. These are the basic fuel cell stack, the power conditioner to convert 
the DC power to AC power that can be tied into an electric grid, and a fuel 
processor that can convert available fuel to a form compatible with the fuel 

cell. The fuel processor is our concern at this meeting. I have included 

the definition for heat rate on this figure. Heat rate is frequently used to 
describe the performance of generating equipment; clearly, the lower its value, 
the better the performance. A good combined cycle generator at design 
capacity would have a heat rate of perhaps 8500 Btu/kW.' With that type of 
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system (a steam turbine and a gas turbine), the heat rate would increase to 
greater than ii,0OO Btu/kW at 40% load. For a fuel-cell plant we are hoping 
large plants will have heat rates of only 6800 Btu/kW, and the goal for 
small plants is 7500 Btu/kW. In order to reach these goals, the heat require- 
ments and available heat in the fuel processor and fuel cell subsystems 
must be carefully integrated to conserve heat. 

The fuel and fuel processor that is practical will depend on the scale 
of operation of the fuel cell plant. Table i lists four major categories 

of fuel cell application, 

TABLE i 

POSSIBLE APPLICATIONS FOR 
FUEL CELL POWER PLANTS 

Application 

Commercial, Residential 

Industrial Cogeneration 

Dispersed Utility 

Central Station 

Fuel Size 

CH4 50 kW 

Liquid 5-50 kW 

Liquid 5-50 kW 

Coal 600 MW 

The first is a relatively small-scale fuel cell that might be used for a 
shopping center, or hospital, or a residential application. The most 
attractive fuel for this type of unit is methane, which is easily steam 
reformed. The proponents of these systems believe that a well-designed 
system could provide all of the heating and electrical requirements of an 
apartment complex or a commercial building using no more fuel than currently 

is used for heating requirements. This part of the fuel cell program has 
been pursued under the TARGET project (that's an acronym for Team to Advance 
Research for Gas Energy Transformation). That was a project organized by 
United Technologies and a group of the gas utilities. About five or six 
years ago, they field tested some sixty 12.5 kW generators using pipeline 
gas as fuel, and a few years ago, they ran a 40 kW pilot plant. About a 
year ago, the Gas Research Institute (GRI) assumed the responsibilities for 
developing these small fuel cells from the TARGET project. GRI is currently 
trying to upgrade the 40 kW pilot plant to a prototype for some fifty units 
that would be field tested. They are hoping to have DOE cooperation in 
supporting the field testing. 

At the other end of the size spectrum is the central station. Most 
people believe that the large plants should employ a coal gasifler producing 
synthesis gas for the fuel cell stacks. However, for the intermediate-size 

dispersed plants, coal gasification almost certainly will be uneconomical and 
unacceptable to the plant's neighbors. For these industrial cogeneration 
and dispersed utility plants, liquid fuels wi~l be employed. Aspects of 
the processing of these fuels will be the subject of the following talks. 
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The phosphoric acid system has made inroads into the technology for 
dispersed generating plants. There is under construction a 4.8 MW unit to be 
located in lower Manhattan Island and to provide power to the Consolidated 
Edison grid. That unit is a product of the FCG-I Project (Fuel Cell 
Generator-l) organized by the electric utilities. That project built and 
operated using naphtha with steam reforming, and was hooked into the utility 
grid. Martin Zlotnick mentioned the impressive steam reformer design in- 
corporated in the FCG-I plants. That entire plant including the fuel 
processor is to be assembled from skid-mounted modules. 

Both DOE and EPRI currently are sponsoring research to assure the 
capability of using fuels heavier than naphtha for fuel cell applications. 
Consideration of these fuels, which clearly will require more severe 
processing, lead to the work on autothermal reforming that Marry mentioned. 
John Young, in the next talk, will discuss technology related to the more 
severe processing. Figure 4 is a very conceptual fuel processor and fuel 
cell integrated system. The flowsheet is not optimized, but indicates 
features that I want to point out. The reactor gasifies liquid fuel for the 
fuel cell. There will have to be some gas clean up, but it is unlikely that 
much gas cleanup can be done economically at dispersed generating stations. 
Many heat exchangers will be employed to conserve heat throughout the system. 

The compatibility of the available and required heat around the plant could 

be an important variable in selecting the processing approach and the reactor 
design. The impact of the auxiliary components on the rapid load following 

capability that is desirable for these smaller plants must be assessed. One 
stated goal is that the plant be able to drop to 25% load in a minute. It 
may be necessary to provide gas storage if the reactor cannot follow the load. 

In current stack designs for molten carbonate fuel cells, the cells we 
cooled with the anode and cathode gas streams. The anode gas stream leaving 
the stack will still have about 15% of the heating value remaining. Figure 4 
indicates that this fuel would be burned (probably catalytically) and this 
heat recovered. If a turbine were employed to recover more electricity from 
the waste heat, the overall system would likely lose much of its load 
response capability. After water is condensed and removed, the oxidized 

anode gas is recycled to the cathode as a source of carbon dioxide. The 

condensed water is returned to the reactor. I have indicated in several 
places available heat (waste heat?). I hope that the engineers will find 
effective ways of using that heat to increase the overall efficiency of the 
system. 

The bulk of the content of our workshop now will be concentrated in the 
reactor; more specifically, the front end of the reactor, which is much 
like a rich combustor. 
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CURRENT STATUS OF FUEL CELL-FUELS PROCESSING R&D 

by 

John E. Young 
Argonne National Laboratory 

The first paper of this workshop presented a summary of general fuel 

cell requirements and goals. Several of the points that I will make in 
this paper may seem repetitious, but they need to be stressed and elaborated 
upon, as they relate to fuels processing needs for fuel cell power plants. 

The type of fuel processor and, in fact, the type of fuel used in the 
processor will be strongly affected by the use for which the fuel cell power 
plant is designed. Centralized baseload generating stations - 40 megawatts 
or larger - can use low-cost fuels. These may include very heavy oils 
(residua) but would most likely be coal-derived synfuels. These large-scale 
plants permit the use of dirtier fuels because the extensive gas cleanup 
requirements associated with the use of these fuels can be handled economically. 

Baseload stations will have very high load factors which remain relatively 

constant over extended periods of time. This permits the use of gasifiers 
and other high capital cost components at constant optimum throughput. 

In contrast to the baseload station, dispersed generating plants will 
be small in scale, with a capacity of 1 to 50 megawatts. Dispersed fuel cell 
generators could be installed in remote areas - where minimum capacity is 
needed, but transmission costs from baseload stations would be high. 
Dispersed plants could also be used for peak or intermediate load service. 
Hence, both the fuel cells and the fuel processor must have high turn-down 
ratios--from i00 to roughly 20 percent capacity. Subsequently, unless 
hydrogen storage capacity is built into the generating station (which 
increases capital costs and introduces additional safety related problems), 

the fuel processor must be capable of handling wide variations in throughput. 
These changes in throughput must be accomplished in a few seconds, depending 
upon the load requirements in the electric power grid system. Likewise, 
processors used in dispersed power plants must be able to tolerate 
occasional complete shut-down and start-up of operation, all within 
relatively short times. 

Because of their size, these units will probably be built most 
economically as modules, which could be assembled on-slte in the appropriate 
combinations to achieve the desired total capacity. These modularized units 
should be compact and easy to interconnect with a minimum of on-site labor 
involved. Dispersed units must have very simple operation and maintenance 

procedures, and preferably permit unattended operation. Gas cleanup and 
associated by-product handling must be minimized. Even a small fuel 
processor would require facilities for sulfur disposal--in the form of solid 
sulfur or some sulfur-laden sorbant, however, any dispersed fuel processor 
that would produce heavy tars, solid carbon or carbon sludges would most 
likely be unacceptable. The fuel throughput for these relatively small fuel 
processors would be i00-i000 barrels/day, if the system operates at high load 
factors. If the dispersed power plant is cycling for load leveling purposes, 
the total fuel throughputs would be significantly less. 
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Representative fuels for these processors encompass a wide range of 
properties. The fuel processors used in current fuel cell demonstration 
units use low boiling fuels--speciflcally naphtha or natural gas. Naphtha 
is the fuel used in the FCG-I 4.8 MW demonstrator presently being installed 
in downtown Manhattan. Methanol is another possibility for use as a light 
fuel, if large methanol plants for production from coal come into operation 
in the future. 

The range of fuels of primary interest for use in dispersed fuel cell 

plants is middle and heavy distillates. Processing of these fuels for fuel 
cell use is currently being investigated under sponsorship from both DOE and 
the electric utilities (through EPRI), with the major emphasis being placed 
on No. 2 fuel oil. The ultimate goal is to have the capability of using 
heavy distillates and a wide range of liquids derived from coal. Coal liquids 
can vary in boiling point from very light (naphtha range) to that of a No. 6 
or residual fuel. The high aromatics content of the coal derived llquids-- 
hence the greater tendency to form soot in the fuel processor--is a very 
serious problem. 

The processes that are currently applicable to the generation of fuel 

cell syngas run the gamut from conventional steam reforming to gasification. 

Gaseous fuels and very light liquids, i.e., methane, methanol, or naphtha, 
can very efficiently be converted to fuel cell feeds by conventional steam 
reforming. There are constraints with these fuels however, on the sulfur 
content and also on the aromatics content in the case of naphtha. 
Conventional steam reformers such as those used in the FCG-I demonstrator 
unit will handle paraffinlc naphtha, where the aromatics content is kept 
very low. 

Conventional steam reformers operate in the temperature range of 480- 
850°C. If complete hydrocarbon conversion ~99%) is required, the exit 

temperature must be in the 820-850°C range. However, conventional reformers 

are extremely sensitive to catalyst poisoning by any sulfur present in the 

fuel. The heavy fuels would generally have a much higher sulfur content 
than would be tolerated in a conventional steam reformer. Much higher 
operating temperatures are required in order to use a nickel-containlng 
reforming catalyst with high sulfur feedstocks. This is accomplished in 
high severity steam reformers where the exit temperature can range up to 
I050°C. At these higher temperatures, even nickel catalysts maintain some 
steam reforming activity. In fact, above approximately 950@C, nickel sulfide 
is thermodynamically unstable, although the extent of chemlsorptlon of H2S 
by nickel at these temperatures is not well defined. In addition, at these 
higher temperatures, the reaction rate for carbon gasification (by steam) is 
significant, which would aid in the prevention of carbon buildup in the 
reactor while using heavy, high aromatic fuels. 

Number 2 fuel oil can be converted to fuel cell feeds by means of high 

severity steam reforming, but this has not been reduced to commercial practice 
yet. 

High temperature steam reformers are heated by external firing of the 
reformer catalyst tubes. However, the process heat can he supplied by 
adiabatic combustion of a portion of the fuel inside the reformer tube, by 
injection of a small amount of air with the fuel and steam at the inlet of 
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the reformer, resulting in a combination of partial oxidation and steam 
reforming reactions. This latter process is known as autothermal steam 

reforming. 

Simple catalytic partial oxidation (without the reforming reaction), has 
been demonstrated on a bench scale by Siemens of Germany (Henkel, 1972) 
using gas oils as feed, but this process is not con~ercially available. Also, 
at the bench scale, catalytic partial oxidation has been investigated at JPL, 
and in fact, a paper describing this work will be presented later in this 
workshop. Differentiation between autothermal reforming (ATR) and catalytic 
partial oxidation is difficult - if you add steam to a catalytic partial 
oxidation system in order to control carbon formation, you are approaching 
conditions characteristic of an autothermal reformer. For fuel cell use, 
addition of steam to the catalytic partial oxidation reactor is necessary - 
otherwise the oxygen (or air) requirement is too high, too much of the fuel 
is converted to CO2 rather than CO and H2 and the conversion of fuel is 
incomplete. In addition, too much diluent nitrogen is introduced into the 
product gas, which degrades the performance of the fuel cells power plant. 

Thermal partial oxidation, such as the Texaco heavy oil gasification 
process is presently commercially available for use with heavy distillates 
or even residua. However, these processors are quite large, and they have 
not been scaled down to the point where they can be efficiently used in 
dispersed fuel cell power plants. In addition, these gasification processes 
generally result in the formation of a significant amount of solid carbon, 
which complicates gas cleanup and would result in the need for handling an 
additional undesirabl~ by-product in dispersed fuel processors. 

An important point must be made regarding processes such as the Texaco 
gasification process. These processes have very high reactor exit temperature 
typically 1450-1500 °C- The fraction of the fuel heating value that is 
converted to the sensible heat of the product gas is 30% or better, so very 
efficient heat recovery systems must be included in the gasifier system, 
which would then require a steam turbine bottoming cycle in the power plant - 
a factor that would most likely be unacceptable for power generating stations. 

There are no commercial processes yet available utilizing autothermal 
reforming (ATR) with distillate fuels. ATR was developed for use with 
naphtha and lighter fuels by European engineering companies for production 
of hydrogen, primarily for use in fertilizer manufacture. I will describe 
two of these European concepts, primarily to point out a critical difference 
in their reactor inlet designs. Figure i shows schematically the Tops6e 
SBA autothermal reforming process. Steam is preheated, mixed with fuel, and 
then heated further to 656°C. This mixture is blended with pre-heated air or 
oxygen-enriched air ~mmediately prior to introduction to the reactor. In 
the Tops6e reformer, the combustion is carried out non-catalytically in the 
upper stage of the reactor. The partially combusted mixture and steam then 
pass through the nlckel-containing reforming catalyst bed. The product gas 
is quenched, passed through a heat recovery unit, shift converted, and then 

passed to the downstream process. It would not be a simple matter to adapt 
this process for operation with distillate fuels. The mixing in the header 
region of this reactor is relatively inefficient, hence with heavy feedstocks, 
regions of inhomogenity can occur. This increases the tendency to produce 
soot because of regions of severely fuel-rich combustion and can increase the 

danger of the formation of explosive mixtures (Catalytica, 1977). 
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The BASF autothermal reforming process (Fig. 2) has been demonstrated 
with fuels such as gasoline or aromatic naphthas with sulfur contents up 
to 3000 wppm. At the reactor inlet, however, is included a platinum light- 
off catalyst, which permits introduction of the reactants at much lower 
temperatures. The very rapid temperature rise resulting from the use of 
this partial oxidation catalyst serves to minimize carbon formation both in 
the fuel preheaters which can now be operated at lower temperatures and in 

the downstream catalyst beds. 

Two high-severity process schemes are currently under investigation 
with DOE and/or EPRI funding. With high sulfur and high aromatic oils, 
externally fired high-temperature steam reformers (HTSR) do not have a high 
enough thermal efficiency to meet the current goals for dispersed power 
plants. However, if these reformers are operated at slightly lower 
temperatures, the thermal efficiency improves greatly, but the hydrocarbon 
content of the product gas is unacceptably high. If this HTSR operated 
at i, educed temperatures is followed by an autothermal secondary reformer, 
the hydrocarbon slip from the HTSR is converted to syngas at higher thermal 
efficiency, while a minimum of diluent nitrogen is added to the product gas 
via the combustion air. EPRI is supporting development of this hybrid 

process utilizing the Toyo Engineering Total Hydrocarbon Reforming process 
as the HTSR step followed by an autothermal secondary reformer such as the 
Tops~e SBA reformer described earlier or UTC's autothermal reformer 

currently under development. 

Autothermal reforming of middle distillates and coal liquids is being 
investigated by UTC, Engelhard Industries, and Jet Propulsion Laboratory. 
More information on the UTC and JPL efforts will be presented in subsequent 
talks at this workshop. As had been indicated for the Tops~e and BASF 
processes, the fact is quite apparent that the formation of carbon in ATR 
reformers is a very serious problem when highly aromatic fuels are used. 

Because addition of oxygen consumes part of the heating value of the 
input fuel, the overall goal of this development effort is to reduce the 
oxygen-to-fuel-carbon ratio to a minimum level possible to prevent carbon 

formation. However, in order to maintain the necessary high reaction 
temperatures in the reformer, low oxygen-to-carbon ratios mean high reactant 
preheat temperatures, which also can contribute to carbon formation in the 

preheaters and mixers. 

It is the purpose of this workshop to identify areas of research that 
would be applicable to facilitate better definition and subsequent 
solution of this carbon formation problem,.not only in autothermal reformers 

but also in other high severity reformers. 
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CHEMISTRY IN DEPOSIT FORMATION IN HYDROCARBON FUELS 

J. W. Frankenfeld and W. F. Taylor, Exxon Research and En~ineerln~ Company 

Presented by John W. Frankenfeld 

In this presentation~ I plan to give you an overview of our work at 
Exxon on the stability of hydrocarbon-based fuels. 

DEVELOPMENT OF HIGH STABILITY FUEL 

W. F. ~YLOR 
d.W. FRANKENFELD 

EXXON RES6~RCH AND ENGINEERING COMPANY 
GOVERNMENT RESEARCNLABORATORY 

LINDEN, N.J.  

CONTRACT N00140-74-C-0618 

NAVAL AIR PROPULSIO~ TEST CENTER 
TRENTON, N.J. 

C.J. NOWACK 
TECHNICAL MONITOR 

Fig. i. 

This program, which is largely under the sponsorship of the U.S. Navy, 
has as its major objectives the elucidation of the chemistry of deposit 
formation and a search for clues and how to prevent it. Although we have 
concentrated on jet fuels and diesels in this work, most of the generalization 
formed will be applicable to other types of fuel as well. My talk will be 
divided into two basic topics: 

Development of thermally stable JP-5 fuel 

The effect of nitrogen compounds on deposit 
formation under ambient conditions 

I. DEVELOPMENT OF HIGH STABILITY JP-5 

The reasons for undertaking this program are outlined here. 

At one time, the Na%7 was interested in very high speed aircraft. Such 
aircraft generated extremely high temperatures which exert thermal stress on 
the fuel. It was essential to develop a fuel which could withstand such 
conditions. We decided to try to modify ordinary JP-5 to improve its thermal 
stability rather than to develop a new exotic fuel whose cost would preclude 
its general use. Our approach was to study the chemistry of fuel breakdown 
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and subsequent deposit formation and to search for clues as to how to render 
the original fuel more stable to thermal stress. We were particularly in- 
terested in the effects of fuel composition, trace impurities and dissolved 
oxygen content. I will discuss today those aspects of the problem which are 
of greatest interest to this group. In so doing, I will try to point out 
how our results may impact on processing and handling of future hydrocarbon 
fuels, particularly those which may be somewhat different from fuels in general 

use today. 

DEVELOPMENT OF A HIGH STABIUTY_.Jp:5 f_UE_L 

GENERAL BACKGROUND 

• WITH A MACH 4.5 AIRPLANE, RAM AIR 
TEMPERATURES 'ARE IN THE RANGE OF 
1400"F. 

• FUEL IS THE ONLY HEAT SINK AVAILABLE 
ON THE AIRCRAFT FOR COOLING. 

• IF FUEL FALLS UNDER THERMAL STRESS, 
AIRCRAFT COULD BE RENDERED INOPERABLE. 

Fig. 2. 

Before we go any further, a word about methodology is appropriate. Our 
approach to studies such as this has always been to start with model systems 
and work our way back to "real world" fuels. The bewildering array of 
chemical species in actual JP-5, we feel, renders the opposite approach 
difficult, if not impossible, to pursue. Our apparatus for measuring thermal 

stability is a unique one. 

ADVANCED FUEL STABILITY UNIT 

SFARGE 
GAS N 2 

; ; coo, .  

RECEIVER 
0 2 ANALYZER 

Fig. 3. 



P P 
23 

It is especially designed to enable us to measure the rate of deposit 
formation at four different temperatures in a single run. The deposits formed 
are determined by a combustion technique using a modified carbon analyzer 
(see Fig. 4). 

ANALYTICAL SYSTEM FOR MEASUREMENT OF CARBONACEOUS DEPOSITS 

Cad,on Monoxide 
Catalytic 
Converta. Leco Carla Aealyzer 

ware & I 
CO 2 Removal I 

.2so4 I 
Scrubber ! 

. L . . ~ (  I ~JCon,,o, 

h Rill' I|1 I Sample 

Sulfur 

~ll| ' 

Tube Fm~ace 
Removal 

Intergrated 
Readout 

P 

Conleol 1 H20 
Contml HO'~'Vatve /RemoValo~ 

0 1 I x 
m 

Fig. 4. 

Deposits such as we obtain are generally thought to arise from free 
radical autoxidative polymerization of hydrocarbons as shown in Fig. 5. 

MECHANISH OF AUTOXIDATZVE 
DEPOSIT FORPATION 

R-H + Jn|tlator ----) R. + product 
R' + O 2 ~  R-0-0. 
R-O-O. + R- H ~  R. + R-O-O-H 

R' +R. "---)  1 RO0. + R. "---)  STABLE PRODUCTS 
2 ROO. ----) 

(1) 
(2) 
(3) 
(4) 
(5) 
(6) 

Fig. 5. 
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EFFECTS OF HYDROCARBON TYPE 
ON DEPOSIT FORMATION 

HYDROCARBON TYPE 
DEPOSITS RELATIVE 

TO n-DODECANE = 1.0 
n-C12 1 .o 
n-C10 0.8 
n-C16 1.5 
±-c~2 2.3 
AROHATI CS (PURE) 1-5 
AROHATICB (]O~. BLEND) 0.1-0.8 
OLEFINS 3-50 
NAPNTHENES 0.5-0.8 

Fig. 6. 

In general, as I will attempt to demonstrate, our results are explanable 
on this basis. Let me turn now to a Brief summary of the major parameters 
affecting deposit formation in air saturate fuels. First, the effects of 
hydrocarbon types. 

In the range of CI0-C16, the higher molecular weight paraffins produce 
fewer deposits at a given temperature. Branching increases the rate of deposit 
formation. Aromatics afford more deposits than paraffins in pure form, but 
actually seem to inhibit deposit formation when blended with paraffins. 
Napthenes b~ed much as did aromatics in these studies. 

Oleflns, in general, are quite deleterious to fuel ~tability. However, 
their influence varies with type as shown in Fig. 7. 

10% 
O l e f i n  Added 

To Binary Blend 

V£~ylcyclohexane 

4-Vinylcyc lohexene  

Allyb~nzene 

4 - P h e n y l - l - b u t e n e  

1 -Pheny l -2 -bu tnne  

7-He~hyl-3-meChylene 
1,6 octndtene 

l-Decene 

Indene 

S~L~AI~Y OF DEPOSIT FOP~4ATION TEnanCIES 
OF OLEFIN-n-DECA.~E BINARY BLEEDS 

S t r u c t u r e  o~ Olef:Ln 

O CH-C32 

O Q t - Q i  2 

~ -CH2-CH 'CH 2 

@CH2-CK2-CH"CR 2 

~C I t2 -G t -CH-CH 3 

QI 3-C-CH-CHZ-CH2-C-CH-Qi 2 

cH2-c~- (~  2) 7-cH3 

RaCe of Deposi t  Formac£on 
of Blend ac 275"F, 
S~cm2~4 hou ra .x  106 

29.4 

198.  

91.2 

86.9 

26.5 

190.  

35.6 

354. 

n-Decane a lone 

Fig. 7. 

10.0 
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The most reactive species are diolefins with non-conjugated terminal 
double bonds. 

Among the most deleterious impurities are sulfur compounds. Arrhenius 
plots of deposit formation rates for some representative sulfur compounds 
are compared with pure hydrocarbons in Fig. 8. 

THE EFFECT OF THE ADDITIO~ OF 1000 PP.Xl S 
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500 
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50O°F 
0.5 I 

1.80 

I '  i I I 

• DIBENZYL DISULFIDE~-CH2-S-S-CH2. ~ 
ODI-ISOBUTYL DISULFIDECH -CH-CH -S-S-CX -CH-CH 3 ,  2 2 ,  

CH 3 CH 3 
A 1-HEXADECANETXIOL CH3-(CH2)z4-CH2SH 

_a I-DODECANETHIOL CH3-(CH2)IoCH2SH 

@ 

UNCON" 
HYDROI 

,,'o ! I 4°° [I I ,  I 
2.00 2.20 2.40 2.60 

IO00/'rPK) 
2.80 

Fig. 8. 

Sulfur compounds, no doubt, serve as initiators for the free radical 
autoxidative polymerization. Thus, the order of reactivity of various sulfur 
compounds parallels either the ease of formation of radicals or the relative 
reactlvities of the radical species formed. This is illustrated in Fig. 9. 
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CORRELATION OF DEPOSIT RATE WITH DECOI~.POS[TION 
PRODUCTS OF VARIOUS SULFUR COHPOUNDS 

SULFUR COHPOUND RADZCALS 

~ S . . . C H  3 

@S-C3,H 7 

RELATIVE DEPOSIT 
RATE OF 325°C 

NONE 

< ~ > - S -  + C 1- 28 .0  

S- + C~. 12.5  

Fig. 9. 

4.B 

1.3 

!,0 

1,2 

The very stable benzy] radicals afford lower rates than the reactive 
alkyl radicals. Among the latter, methyl radicals have been shown to be 
about 2.5 times as reactive as propyl radicals. In these studies, sulfides 
affording methyl radicals produced deposits 2.2 times as rapidly as their 
propyl radical counterparts. Sulfur compounds, such as thiophene, which 
produce no radicals on pyrolysis (or do so with great difficulty) show no 
tendency to promote deposit formation. 

Nitrogen compounds are also deleterious to fuel stability as shown in 

Fig. i0. 

Once again, reactivity varies with structure with pyrrolic types being 
the most deleterious. I'ii have more to say about this later. 

One of the more interesting aspects of the stability problem involves 
the effects of metals. We have studied both metal surfaces, that is, the 
tubes in the advanced fuel unit (Fig. 3) were constructed wlth different 
metals, and dissolved metals (e.g., metal "soaps" such as acetonylacetates). 
Metals can participate in free radical oxidations in a variety of ways. 

It would appear from this that metals can either promote or inhibit such 

reactions. Work described by others indicates this is, indeed, true. 
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EFFECT OF DOPING JP-S llZTH 1000 PPH NITROGEN 

0 .5  
.80  

UNDOPED 
JP-S 

J 51~O'F. 400 , 0 0  250 2 0 0  

i I i i l  I i I 
2 . 0 0  2 .20  a .4o  2 .60  

IO00/T ('K} 

I I I I 
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• INDOLE 

X 

• 2-ETHYL PYRIDINE 
O C 2 H  
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Fig. I0. 
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EFFECTS OF TRACE HETALS 
Or! FREE RADICAL OXIDATIONS 

INITIATION 

H 2 + RH"--'~R. + M + + X + 

(M02) 2+ + RH'----)M 2+ + R" + HO 2. 

FROPAGATIO~ 

X 3+ + ROOH ,-..--~142+ + RO' ÷ OH" 

TERMIflATION 

H 2+ ÷ R' "--~|NERT PRODUCTS ÷ H + 

H 2+ + RO0. ---.~IXERT PRnOUCTS + M 3+ 

Fig. ii. 
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, 10-5  

METAL CATALYZED OXIDATION OF TETRALIN AT 65"C 
(KAMIYA AND INGOLO, 1969)  

i ! I I 

lO "( 1 
10-5 

M n ( d e c a m a t e )  2 

. . \ 
t 
I 
i 
I 
I 
I 
I 

I I I I J, 
10 .4  10 -3  10 .2  10 "1 

METAL CATALYST ( m o l e / l i t e r )  

Fig. 12. 

At low concentrations, the metals studied accelerated oxidation; ~i]e at 
higher concentrations, they strongly retarded the reaction. Some results of 
wor work on the effects of both metal surfaces and dissolved metals in air 
saturated JP-5 are shown in Fig. 13. 

EFFECTS OF HETALS ON 

DEPOSIT FORHATION IN JP-5 FUEL 

RELATIVE DEPOSIT RATE 

HETAL SURFACE (4OO°F)  DZSSOLVEn 
2OOOF 3500F 

NONE 
SS-304 
PURL T| 
T|-AL-9 
Tt-AL-Ho 
A1 
CU 
Fe 
Co, NI 

- - -  1.0 1.0 
1.0 . . . . . .  
1.0 . . . . . .  
4.0 . . . . . .  
2.6 . . . . . .  
1.0 . . . . . .  
5.7 10 200 
- - -  1 . 5  50 
- - -  6.0 60 

Fig. 13. 

Both types showed significant effects with copper being the most reactive 
metal studies. Later on, I'Ii contrast these results with those obtained in 
deoxygenated systems. In general, then, we find that in air saturated fuels, 
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the hydrocarbon profile, sulfur compounds, nitrogen compounds and metals can 
all have adverse effects on fuel stability. 

What about oxygen-poor systems? If we are correct in our assumption that 
deposits are formed due to oxidative polymerization, removal of the dissolved 
02 should confer stability on JP-5 fuel. The effects of deoxygenating a high 
quality, addltive-free fue~ are illustrated in Fig. 14. 

DEOXYGENATION CAN MARKEDLY DECREASE 
DEPOSIT FORMATION 

I I 

1000 , , , . . . .  , , , 
.e.e 

O_~m @U@ b ~ . AIR SAT'O . 
z ~ ~ O ' e  ~ e / 6 4 P P M 0  2 " 

loL-- <1 . .  02 • , , . _ ,  -J 

649oc  a ~ 1 . 1 1  ~ @ 177 C : ~  

3 . 0  " ° a L "  
0.60 1.00 1.40 1.80 2 .20  2 .60 

1000PK 

Fig. 14. 

It is clear that deoxygenation can make a very significant improvement 
in fuel stability. We find, for example, that the "break point" temperature 
for high quality /P-5 can be increased from 550"F to over IIO0=F this way. 
Unfortunately, all fuels do not respond equally well to this sort of treat- 
ment. 

The jet A shown in Fig. 15 was known to be a poor quality fuel. One of 
the main differences between it and "thermally stable" fuels was the presence 
of trace impurities, particularly sulfides. These observations stimulated 
further work on the effects of fuel composition on deposit formation in de- 
oxygenated systems; the results of which ! plan to summarize here. 

The first compounds we investigated were sulfur-containing. These were 
studied at 3,000 - 4,000 ppm S levels, consistent with present day sulfur 
specifications. A summary of results is shown in Fig. 16. 
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DEOXYGENATION IS NOT A "MAGIC CURE-ALL" 

RELATIVE TOTAL DEPOSITS 
FUEL QUALITY AIR SAT'D DEOXYGENATED 

JP-7 EXCELLENT 0.16 0.10 
BASE JP-5 | BASE=Z .00 0.13 

30% JP-5/?0% 1 1.22 0.25 
THERMALLY STABLL 

ASHLAND JP-5 1.66 0.27 
ASHLAND JET A 1.87 0.35 
AMERICAN OIL 

JET A POOR 3.40 15.4 

CONDITIONS: 6,9 MPao 150 TO 315"C. 

Fig. 15. 

THE MAJORITY OF SULFUR 
COMPOUNDS ARE DELETERIOUS 

SULFUR COMPOUND 
CLASS (a) 

TOTAL DEPOSITS RELATIVE 
TO AS IS FUEL (b) 

SULFIDE 1.87 TO 8.25 
THIOL 2.62 
DISULFIDE 4.48 TO 4.89 
POLYSULFIDE 5.01 
CONDENSED THIOPHENE 0.66 TO 0.91 

(a) INDIVIDUAL COMPOUNDS ADDED (3,000 PPM S) TO 
BASE JP-5 

(b) CONDITIONS: 6.9 MPa, 350 TO 538°C, <1 PPM 02 

Fig. 16. 

It is clear that ~st sulfur compounds can have a strong influence even 
on deoxygenated fuels. Particularly deleterious are sulfides, disulfides and 
polysulfides, which readily produce free radicals on pyrolysis. Thiophenes 
are actually stabilizing to deoxygenated fuels. 

The effects of various nitrogen compounds were studied at the i00 ppm N 
level. Results are given inFig. 17. 

N]TROGEN CONPOUHDS ARE NOT 
OELETERIOUS BY THEMSELVES 

NITROGEN CORPOUND TOTAL DEPOSITS RELATIVE 
CLASS (a) . . . . .  TO BASE FUEL (b) AIR SATURATED 

PYRROLES 0.70 TO 0.88 8.0 - 15 
PYR]DZNES 0.89 TO 1.32 6.0 - 10 
AHXNES 0.82 TO 0.97 - - -  
OTHERS 0.70 TO 0.93 - - -  

l~l  ZNDZVZDUAL COHPOUNDS ADDED (100 PPH N) TO BASE JP-S 
COHD%TZONS: 6.9 HPa, 350 Tn 5jS=C, <1PPN 02 

Fig. 17. 
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These compounds, by themselves, did not promote deposit formation under 
high temperature stress. This is in sharp contrast to their highly deleterious 
nature in air saturated systems. We are not sure why this is true. Perhaps 
the decomposition products are either fuel-soluable or do not deposit out on 
tube wails. 

The influence of various oxygen compounds was also investigated: 

THE EFFECT OF ORGANIC OXYGEN 
COMPOUNDS VARIES 

.| , 

ORGANIC OXYGEN TOTAL DEPOSITS RELATIVE 
COMPOUND CLASS (a) TO AS IS FUEL (b) 

PEROXIDE 1 . 9 4  TO 6 . 0 0  
CARBOXYLIC ACID 0 . 8 7  TO 2 . 0 0  
PHENOL 0 . 9 7  TO 1 . 3 8  
FURAN 0 . 9 5  TO 1 .01  
ALCOHOL 0 . 9 1  TO 1 . 3 8  
KETONE 0 . 8 3  TO 1 .64  
ESTER 0 . 8 8  TO 1 . 6 8  

(a) INDIVIDUAL COMPOUNDS ADDED (100 PPM O) TO 
BASE JP-5 

(b) CONDITIONS: 6.9 MPa, 350 TO 538°C, <1 PPM 02 

Fig. 18. 

These varied from very deleterious (peroxides) to virtually non-deleter- 
ious (alcohols) depending upon type and level added. Peroxides are especially 
important and are worth another look: 

I000 

=c 

o 
m IC 

3.r 
0,80 

PEROXIDES ARE HIGHLY DELETERIOUS 

\ 

A S IS OEOXY. 
G EN A T ED  

64~ °C . i 

1.20 

<~ 1 PPM 0 2 

\ 
Q t-BUTYHYDROFEROXIDE I 

• I • CUMENEHYDROPEROXIDE m%% I • CII.1.BUTYLPEROXIDE 1 
- -  

I I  I I I 
1,60 200 3.40 

IO00/~K 

Fig. 19. 

2.80 

Peroxides were found to be more deleterious than sulfur compounds, even 
when present at much lower concentrations. The shapes of the peroxide 
Arrhenius plots are similar to those from an air saturated fuel in the absence 
of any additives. This implicates peroxides as major cause of deposits in 
air saturated fuels. 
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Under deoxygenated conditions, nearly all types of hydrocarbons are stable 
to temperatures up to 1000=F. Exceptions are certain olefins: 

EFFECT OF OLEFIN TYPES 

• SOME OLEFINS WERE DELETERIOUS 

- ACETYLENES 
- DI-OLEFINS WITH TERMINAL BONDS 
- MONO-OLEFIN AROMATICS WITH CONJUGATEO SIDE CHAINS 

• OTHER MONO AND OI-OLEFINS DID NOT INCREASE DEPOSIT 
FORMATION 

Fig. 20. 

These structure-activity relationships roughly parallel those found in 
the air saturated fuels. Acetylenes were extremely deleterious. Fortunately, 
they are seldom found in large quantities in petroleum based fuels. 

A study of interactions between trace impurities was carried out. In 
some instances, two innocuous compounds interacted to give deposits, while 
neither of the two species were deleterious when tested alone. In other 
cases, compounds interacted to retard deposition formation. A summary of the 
major interactions uncovered is shown in Fig. 21. 

INTERACTIONS' "iN~/OLVING TRACE 
IMPURITIES WERE FOUND 

• PYRROLES INTERACTED WITH ACIDS, OLEFINS AND CONDENSED 
THIOPHENES TO INCREASE DEPOSIT FORMATION 

• ORGANIC OXYGEN COMPOUNDS, E.G., ALCOHOLS, ESTERS AND 
KETONES, INTERACTED TO INHIBIT DEPOSIT FORMATION 

Fig. 21. 

An example of how interactions work is given in Fig. 22. 

The effects of metal surfaces on deposit formation rates in deoxygenated 
fuel is presented in Fig. 23, and contrasted with results obtained in air 
saturated systems. A quite different order of reactivity was encountered. 

Dissolved metals had only a minor effect in deoxygenated fuels. Copper, 
an especially deleterious metal in air saturated fuels, was much less re- 

active in oxygen poor systems. 

I have delayed until now any discussion of the characteristics of the 
deposits, because I want to compare those obtained in air saturated and 
oxygen poor fuels. Both types are appropriately described as varnish-like. 



P P 

33 

% 

E 

0 

0 

1000 

100 

m 
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1 . 1 0  

HUMBLE JP-5 DEOXYGENATED 
!OOO PSIG 304 SS TUBE 

. . . . . .  WITH 2p5-OIMETHYLPYRROLE 
(lOOppm N) ADDED ALONE 

~ m n  WITH DIBENZOTHIOPHENE 
(3,000ppm S) ADDED ALONE 

WITH 2a5 - DIMETHYLPYRROLE 
(lOOppm N) PLUS DIBENZOTHIOPHENE 
(3,000ppm S) 

I" 
JP-5 

ALONE " - " ~  • 

- - \ <  . 
~ • • 

. . . . . . . .  

I I I i  I n I I I 
1 .20  1 . 3 0  1 . 4 0  1 .50  1 . 6 0  

I O 0 0 / ' K  

Fig. 2 2 .  

1.70 

EFFECTS OF METAL SURFACES ON DEPOS]T FORMATION 
AIR SATURATED VS. OEOXYGENATED JP-S 

RELATIVE DEPOSITS 
METAL SURFACES AIR SATURATED DEOXYGENATED 

( 4 D O ° F )  (30U-IOOOOF) 
SS-304 1.0 1.0 
COPPER 5.7 - - -  
Cu-Nt - - -  1.5 
PURE TITANIUM 1.0 3.5 
T|-AL-V 4.0 0.9 
ALUMINUM 1.0 . S.S* 

*TO 600°F 

Fig. 23. 
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EFFECTS OF DISSOLVED METALS OH 
DEPOSIT FORMATION I~ OEOXYGEEATED OP-S 

METAL 
NONE 

Cu (100 PPB) 
(200 PPE) 

Fe (10 pps) 
(1DO PPB) 

v (loo ppB) 

RELATIVE DEPOSITS 
(3oo-looo°r) 

1.0 

1.2 
2.0 

1.7 
2.9 

0.5 

Fig. 24. 

CHARACTERISTICS OF DEPOSITS 

o VARNISH LIKE-INTRACtABLE 

e MUCH ENRICHED IN OXYGEN 

• ENRICHED IN 

NITROGEN 

SULFUR 

Fig. 25. 

They tend to adhere very strongly to metal surfaces and can be extremely 
difficult to remove. Samples which have been analyzed appear much enriched 
in oxygen and significantly higher in sulfur and/or nitrogen when these 
elements are present in the fuel, although the oxygen content is lower in 
deposits from deoxygenated fuels. 

The two types differ in morphological characteristics. 

In the air saturated fuel, it appears that deposits form as microspheres 
in the bulk fuel and collect on the surfaces after impingement from moving 
fluid. This results in many spherical particles adhering to the surface. 
Where 0 2 is largely absent, those deposits which form seem to do so directly 
on the surface and have a more plate-like appearance. This is further evidence 
for a different mechanism of deposit formation in the two cases. 

As a result of these studies, we have compiled some recommended processing 
and handling techniques for maximizing fuel stability. These are outlined in 

Figs. 27 and 28. 

II. EFFECTS OF NITROGEN coMPouNDS ON DEPOSIT FORMATION DURING FUEL STORAGE 

With the rapid depletion of both U.S. and world-wide petroleum, reserves 
alternate; that is, non-petroleum fuels are becoming of greater and greater 
interest. It is generally agreed that the synthetics most likely to he 
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77 PPM 02 

,0.3 PPM 02 

Fig. 26. 
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PROCESSING CONSIDERATIONS FUR 
PETROLEUM-BASED FUELS 

• MINIHIZE 

PEROXIDES - ORGANIC ACIDS 
SULFIDES - THIOLS-dt-POLYSULFIDES 
NITROGEN COMPOUNDS 
OLEFINS 

• AVOID 
"DOCTOR" SWEETENING 
EXCESS ACID OR CAUSTIC 

• RECOMMENDED 

NYOHOTREATING 
ABSORBENTS 

Fig. 27 

STORAGE OF "HIGH STABILITY FUELS" 

, LIMIT 

DISSOLVED O? 
LIGHT EXPOSURE 
TEMPERATURE 
DELETERIOUS METALS 

• DEDICATED FACILITIES MAY BE NECESSARY 

Fig. 28. 

important in the relatively near term, 1980 to perhaps the year 2000, will be 
shale liquids, coal liquids, tar sand crude oils and methanol derived from 

coal. Processes are currently available for the production of liquid fuels 
from all these sources. However, the investment costs are high and the fuels 
they will afford are likely to be quite different from conventional products 

derived from petroleum. This latter point is illustrated by Fig. 29. 

CHARACTERISTICS OF CRUDE OILS DERIVED FROM VARIOUS S~RCES 

PETROLEUM SHALE COAL 

7. N .1-.5 1-3 .6-1 

Z O O. 5-5. O 6 7-15 

% S .6-6 .6-3 .3-2 

SATURATES X 70-90 10-40 5-20 

AROMATICS % 10-20 25-50 10-50 

POLARS Z <i i-3 50-80 

OLEFINS 1-2 25-50 1-5 

Fig. 29. 
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Although syncrudes vary considerably, depending on source and production 
methods, some generalizations seem clear: 

Shale liquids will be higher In nitrogen, slightly higher in oxygen, 
more oleflnic and have more polar compounds than crude petroleum. Coal 
liquids, on the other hand, will have less nitrogen than shale, but ~ili be 
much higher in oxygen, aromatics and polar compounds than either petroleum or 
shale-derived crudes. 

Nitrogen compounds are among the most difficult of these non-hydrocarbons 
to remove or convert. In addition, they are deleterious to fuel stability. 
This has been known in a general way for some time, and is illustrated by the 
plot shown In Fig. 30, which shows three jet fuels, prepared by hydrotreating 

Variation of JFTOT Breakpoint Temperature 
With Nltro~en Lev~l After Hydrotreatment 
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Fig. 30. 
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shale, subjected to the standard JFTOT thermal stability test. Shown here 
are plots of breakpoint temperature vs. nitrogen content for samples of varying 
degrees of hydrotreating. Clearly, the higher the nitrogen content, the 
poorer the thermal stability. Many of these samples were severely hydrotreat- 
ed and, yet, still retained sufficient nitrogen to affect stability. 

In addition, we had observed during a previous fuel stability program 
that trace amounts of certain nitrogen compounds promoted sludge or sediment 
formation in otherwise stable JP-5, even when stored under ambient conditions. 

This is illustrated by Figs. 31 and 32. 

Fig. 31. 

Figure 31 shows the effects of .2% of nitrogen in the form of 2,5- 
dimethylpyrrole (DMP) added to decane and stored at room temperature in light 
for a few hours and one week. An immediate darkening of the fuel is observed 
followed by heavy sludge formation. These experiments Were conducted in 
decane, but exactly the same phenomena were observed in JP-5. 

Figure 32 is actual shale liquid, produced with considerable effort, to 
meet all jet fuel specifications, yet it still affords considerable sludge 
on storage. Addltive-free petroleum derived JP-5, on the other hand, was 
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Fig. 32 

•., , . 

L ' ~  ~' 'be " i 
FJ, eth 

i 

relatively clear after eight years. The major difference between these samples 
and those in Fig. 31 is nitrogen content. 

Intrigued by these observations, we performed an experiment in which we 
measured the sediment formed in JP-5 u~der various conditions. Plots of 
sediment formation vs. time are shown in Fig. 33. 

The reactions to form sediment proved to be influenced by acids, light, 
and oxygen present in the fuel. Thus, the most rapid rate of sediment forma- 
tion was observed in cases where air saturated fuels containing both 2,5- 
dimethylpyrrole and a typical organic acid, n__-decanoic, were stored in the 
presence of light. Neither the base fuel nor the fuel with acid added alone 
afforded any detectable sediment. Nor was the color of the fuel altered in 
any way in the absence of the nitrogen compound. As a result of these pre- 
liminary observations, the present study was undertaken to investigate this 
phenomenon further. 

In the experiments I'ii describe today, high quality n__-decane was employed 
as the diluent or "model fuel". This was further purified by percolation 
through columns of activated alumina to remove traces of reactive polar 
materials. The nitrogen compounds were tested at the 2000 ppm level (nitrogen 
basis) which is within the limits expected from fuels derived from shale or 
coal. Samples were stored either in total darkness or under uv radiation at 
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a wavelength of 336 nm, with an intensity of ll00 w/CH 2. Other samples 
were exposed to normal sunlight to serve as controls. 

The predominant nitrogen-containlng species found in light distillates 
from shale are shown in Fig. 34. 

1TII"~OGEH CCt'4I~OU~S ¥(~HD IN SHALE OIL LIGHT DISTILLATE 

ALL'Y LPYRIDINES 42 

ALL'YLQUZNOLINES 21 

a~"fLP~OLES &'n) ltmOLV.S 19 

CYCl iC  £MIDES 3 

~xn~Es z 

Fig. 34. 

Representative compounds of these types were chosen for this study. The 
effects of various nitrogen compounds on sediment formation are given in F~g. 
35. 

EFFECTS OF 2,000 PPM OF N COMPOUNDS ON SEDIMENT 
FORMATION IN n-DECANE (STORED IN LIGHT) 

COMPOUND TYPE 
SEDIMENT (91500 9 DECANE) 

XN 60 DAYS 

PYRROLE 0.4 
ALKYL PYRROLES 0.2-2 
INDOLE 0.05 
ALKYL XNDOLES 0.05-2 
CARBAZOLE .005 
ARYL AMINES 0-.005 
ALKYL AMINES AND AMIDES 0 

Fig. 35. 

It is clear from this data that sediment formation is not unique to 
2,5-dimenthylpyrrole (DMP), although, of those compounds tested, DMP produced 
the greatest amount. In fact, the compounds giving the most sediment were 
all of the pyrrole type. None of the amines or amides studied produced 
sediment, although considerable darkening of the fuel was observed. It 
appears, from what we have seen so far, that the most deleterious compounds 
fall in the non-basic classification. Basic nitrogen compounds are much less 
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important with respect to sediment formation. 

The substitution pattern of alkyl groups on the pyrrole and indole 
nucleus also play a role. 

Jo u 
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EFFECTS OF PYRROLE STRUCTURE ON RATE OF SEI)IMENT FORMATION IN SINLIIH? 
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Fig ,  36. 

The important elements, for greatest reactivity, are: 

At least one double bond 

An alkyl group at position 2 or 5 

An unsubstituted carbon at position 3 or 4 

Very similar results are obtained with the indole series. 

III. EFFECTS OF DILUENT 

The hydrocarbon content of the fuel appears to have only minor effects 
on the sedimentation reactions. This is illustrated by the curves in Fig. 37. 

In these experiments, two typical aromatic hydrocarbons were added, in 
amounts expected in shale liquids, to the decane diluent, along with DMP. As 
you see, the plot of sediment formation vs. time is virtually superimposable 

with that obtained with DI~ in decane alone. 
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EFFECTS OF AROMATICS 
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S EC____-BUTYLBENZENE 

LIGHT 

DMP ALONE 

DMP + ~- 

DMP + SEC_._-BUTTLBENZENE 

DARK 

3 6 9 12 15 30 45 

STORAGE TIME (DAYS) 

Fig. 37. 

IV. EFFECTS OF STORAGE CONDITIONS 

On the other hand, storage conditions have a considerable effect on 
sediment formation. For example, light promotes sludge formation to a 
great extent. This is apparent from Fig. 38. 

The difference between the irradiated and dark-stored samples is quite 
l~ge early in the period and tends to get much smaller later. With DMP, 
sediment in the irradiated sample exceeded that for the dark sample by a 
factor of ten after one day, but was only about 38% greater after 60 days. 
This suggests that exclusion of light will retard, but not prevent sediment 
formation. 

Samples stored in sunlight formed sediment slightly more rapidly than 
the UV irradiated material. This effect is not of practical significance, 
but may have a bearing on the mechanism of sediment forr,~ation. 
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EFFECTS OF UV RADIATION 
ON SEDIMENT FORMATION BY 

2,5-DMP IN N-DECANE 
u 
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Fig. 38. 

It should be noted that the build up of sediment in the dark follows a 
straight time relationship, while the light catalyzed reaction does not. The 
dark reaction appears to be at least "pseudo" zero order, while the catalyzed 
reaction is of a higher order. It should, also, be emphasized that the shape 
and general magnitude of the curves obtained in n__-decane is in excellent 
agreement with those from actual JP-5 fuel. 

It was clear from the outset that sediment formation is an oxidative 
reaction and that the dissolved oxygen content of the fuel influences thc 
reaction. For example, the formation of color is considerably retarded in 
solution which has been sparged with nitrogen to remove dissolved oxygen. 

Shown in Fig. 39 are two solutions of DMP in decane air saturated and 
deoxygenated after five hours' storage in light. The difference is quite 
significant, especially at this relatively short storage time. More quanti- 
tative results are shown in Fig. 40. 
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Fig. 39. 

EFFECTS OF DISSOLVED OXYGEN 
ON SEDIHEITr FORHATION WITH DNP 

i i 

Sediment 
Stored 15 Day 

Sun .15 

Sun ,68 

UV ,21 

Dark ,02 

UV 1.05 

Dark .21 

Fig. 40. 

(a/SO0 g) 
60 .Day 

.92 

.23 

1.71 

.89 



p p 

46 

The deoxygenated samples afforded about 1/5 the amount of sediment after 
15 days in the light, and i/i0 under dark storage. This ratio fell to 1/2 
and 1/4, respectively, after 60 days. A combination of exclusion of light 
and deoxygenation reduced sediment by 87% over 60 days and by over 95% over 
15 or 30 days. 

V. EFFECTS OF TRACE IMPURITIES 

We have started a study on the effects on non-hydrocarbon impurities on 
sludge formation. Among the most important types of such impurities are 
organic acids, which are known to promote oxidative polymerization of pyrroles. 
Some data on the influences of representative organic acids are given in 
Fig. 41. 

$[DIHEHT FORnATIO, WITH DRP 
UNDER THE IHFLUEHC£ OF GRGAf|IC ACIDS 

CUMULATIVE SEDIMEf~T 
STORAGE (GIGOG G DECA,E) 

ACID COHD[TIOHS 25 DAYS 60 nAYS 

NONE LIGHT .869  1 . 6 2  
DARK .197 .8qo 

N-DECAROlC LIGHT 1 . 2 5  1 . 8 q  
" DARK .q97 1 . 5 0  

CYCLGHEXANE LIGHT 1 . 2 6  1 . 8 3  
"*CARBOXYLIC DARK .G21 1 . 8 q  

BENZOIC LIGHT' . 858  1 . 9 S  
DARK . q l q  1 . 1 2  

Fig. 41. 

All types studied promote sediment formation. The effects were par- 
ticularly noteworthy in samples stored in darkness, where the acids doubled 
the rate of sediment formation. More rigid specifications for acid content 

may be necessary for future shale-derived fuels. 

Phenols have the opposite effect. That is, they tend to inhibit or 
retard sediment formation. For example, Fig. 42 shows the effect of added 
di-t-butylphenolon sedimentation with D~. 

A 58% reduction in sediment formation was obtained under light storage 
at 60 days and 80% reduction after 15 days, as compared to controls. Under 
dark storage conditions, the corresponding reductions were 40% and 80%. It 
is noteworthy that the samples containing the phenol ~ave less sediment under 
light storage than did D~ alone in the dark. Thus, this material appears 
effective in combatting both the "light" and "dark" reaction. Other phenols 
are also effective. However, di-t-butylphenol is the best inhibitor we have 
yet studied. 
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EFFECT OF DI-t-BUTYLPHENOL ON SEDIMENT 
FORMATION WITH 2,5-DIMETHYLPYRROLE IN DECANE 

I I I I I I I J I I I I I .... I | I I I I t 

i 

3 6 9 15 30 45 60 

DAYS 
Fig. 42. 

VI. CHEMICAL STRUCTURE OF THE SEDIMENTS 

We are also interested in determining the structure and mechanism of 
formation of these sediments in hopes of finding ways of avoiding the problem. 
The elemental analyses for various sediment samples are given in Fig. 43. 
Note that all were stored under similar conditions and all were air saturated. 

Z ~  ,ktUL~SZ5 OF SI~ZZ~L'S rack 2,5-D~IZTHYLF3rUOtE 

s~Tc. . . .  Zc  z._~a z . _ ~  

J?.-5 (80 D L~) $9.7~ 5.54 11.29 

DRC~Xl (5 ~ S )  62.28 5.33 3.1.86 

.,-1,~$ + C10 a Cz~ 62.30 $ .6a 20.93 

t £VR. n ~ I Z 5  61.30 5 .67 11.29 

c ~ .  ~cn c6%~%, s,  

C m IS1.54 | u .5.98 II - 11.97 O - 20.51 

z__2_o 

23.28 

20.53 

2,o.o7 

22.51 

Fig. 43. 
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Significantly, samples from a variety of sources have nearly the same 
compositions, so long as the oxygen contents are similar. Neither components 
of the diluent nor the acid catalyst seem to be incorporated in the sludge. 

The data suggests that the deposits are made up largely of repeating 
units of the d~methylpyrrole. This is clear since the average C/N ratio in 
the sediments (6.3/1) is very close to the C/N ratio of dimethylpyrrole (6/~). 
Thus, no other carbon-contalning species have been introduced. On the other 
hand, considerable oxygen (about 1.5 atoms per N) has been incorporated at 
the expense of 2 hydrogen atoms. 

The approximate average molecular composition normalizes to C6.3H7.0 N 01. 7. 
Possible structures for the sediment obtained with D~9 are shown here. 

m S H 

V Vl 

VZI 

Fig. 44. 

VZZZ 

The infrared and mass spectra of the sediments suggest that a mixture 
of these structures is present. The methylpyrrole moiety appears intact and 
both carbonyl and ether type atoms may be present. The largest parent peaks 
observed lie about 380-420 mass units. This represents only 3-4 repeating 
pyrrole units. However, the problem may not be quite so simple. Other 
structures are also possible. 

We are continuing work in this area. Based on the somewhat preliminary 
results presented today, we can tenatively conclude: 

Nitrogen compounds can be seriously deleterious to the storage stability 
of synfuels (Fig. 46). 

(A) Non-basic, especially pyrrolie type% are deleterious: 
many other nitrogen-contalning compounds are not. 

(B) The pyrrolic compounds themselves vary in the magnitude 
of their influence on sediment formation. The rate is 
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Fig. 45. 

CONCLUSIONS 

• NITROGEN COHPOUNDS ARE DELETERIOI~S 
WEAK TO NONBASIC HOST REACTIVE 

• SEDIMENT FORMATIUN INFLUENCED BY 

LIGHT 
DISSOLVEU OXYGEN 
ACIDS 
PHENOL~ 

• NLH SPECIFICATIONS AND PROCESSING TECHNIQUES 
HILL BE NEEDED 

Fig, 46. 

especially high with 2,5-dlmethylpyrrole. 

Storage conditions may play an important role; the effect of light and 
oxygen content are particularly noteworthy. 

Certain trace impurities are also important in their effects on promoting 
sediment formation. 

(A) Carboxylic acids accelerate the formation rate: the 
effect is most pronounced in the dark. 
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(B) Some phenols inhibit sediment formation: structural 
effects are important. 

The sediments appear to have a definitive structure which may be 
amenable to analysis. With DMP, this appears to be low to medium molecular 
weight oligomers, consisting of partially oxidized repeating units of the 

nitrogen compound. 
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Comments and Replies on 

"Chemistry of Deposit Formation in Hydrocarbon Fuels" 

by J. Frankenfeld 

K. Wray: 

J. Frankenfeld: 

K. Wray: 

J. Frankenfeld : 

K. Wray" 

J. Frankenfeld: 

I. Osgerby: 

J Frankenfeld: . 

K. Wray: 

J. Frankenfeld: 

I. Osgerby: 

The units given on the deposit rates, the square 
centimeters... 

That's the tubing surface. 

That starts out as a clean well-defined area. 

~e, :~-e're very careful that the tubing is consistent. 

What's the oxidation in the absence of catalyst? 

It won't go to zero. There is always going to be 
some oxygen uptake in the absence of catalyst. 
There is a fair amount of controversy on the mechanism 
of metal catalyzed autoxldatlon. The effect of metals 
is still a little bit up in the air. We know there is 
one; but exactly the chemistry involved is not perfectly 
clear. We have looked at both metal surfaces and 
dissolved metals. In studying the metal surfaces, we 
simply take the tubing that I showed you on the third 
slide, which, in our standard case, is 304 stainless 
steel, fabricate it with various other metals, and we 
get some unusual results. We find, for example, that 
pure titanium doesn't seem to have much of an effect, 
nor does pure aluminum. 

What is the surface condition of this tubing? Is the 
surface characterized? 

It's quite smooth. That "quite" is in quotes. We 
have not carefully controlled that. 

A sealed tube is not expected to have a large surface 
area. 

You're right. Actually, when this program got under 
way, we were talking about the one thing; the Boeing 
SST. They were considering air frame manufacture. 
The aircraft people were considering different tubing 
they might use for fuel delivery systems. These were 
the sort of things they recommended, and we used tubing 
provided, in some instances, by them. I don't think 
their tolerances were expected to be very close with 
respect to smooth surface inside tubing. 

I don't understand what your figures are on the 
catalyst surface. 
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Those are relative deposits to stainless steel 304. 
The total deposits are much higher than this, it is 
just that relative to the stainless steel standard 
tubing, we find these sort of results. If I were to 
give you all of the raw data of ten year's work, we'd 
be here until next week so I'm trying to summarize and 
I didn't make that clear. I'm sorry. 

What's the . . . 350 at? 

Those are temperature regimes. 

Is that tube or fuel temperature? 

Tube. People have continually asked me "what is the 
' ~le are now struggling bul~ fuel temperature within?" 

with the way to measure it. People in the combustion 
area are vitally interested in that. The important 
thing to keep in mind is these are comparisons rather 

than raw numbers. 

Are these steam heated tubes? 

Oh, no. It is a furnace. 

Did you go to temperatures any h~gher than 400, and 
did you observe the same type of relationship? 

Yes. The order is the same at hlgher temperatures, 
the total activity increases. 

Would you care to say how high you did go? 

We have gone as high as II00°-I200°F in this unit. 
Mostly, in the case of deoxygenated fuels. You see, 
again, in the case of air saturated fuels, we get what 
we would consider fuel breakdown at temperatures in the 
500°F range. In some of this early work, we didn't 
pursue them above that point, but as you start plotting, 
you see that the Arrhenius plots go up sharply above 
500°F. I'Ii show you some later with deoxygenated 
cases, where the breakdown is at a much higher temp- 
erature. But this early work didn't go much above 
500°F. Actually, pure aluminum couldn't stand more 

than 500°F, anyway. 

Is there a relationship between these numbers and 
residence time in the tube? 

These are relative numbers. The residence time is less 
important than you would think. But it does have an 

effect. 
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Does that 10cc per minute imply a laminar flow through 
the tube? 

Yes. There are certainly some theoretical problems 
in what's going on inside that tubing. I was going to 
show you some of these in a while, but we really 
haven't characterized that very well. We're going to 
try to devise a new unit. People in NASA are quite 
interested in this, and they have asked us, "what's 
the temperature in there? Where does it go from wall 
to wall?" We don't know. Apparently, the same people 
are very interested in this. It would be very useful 
to find some way to measure that. We're going to 
continue with this work, for a while, and we're going 
to try to get at that problem. ~e simply just don't 
know, right now. 

What are the metals involved? 

These are acetonylacetonates. They are, what you 
might call, a metal soap. We've also looked at 
suspending parts per billion of pure metals. You get 
what's essentially an engineering definition of a 
solution in that you can't filter it through the finest 
kind of milipore. It wouldn't be a true solution, as 
a chemist would look at it. 

What pressure was this done at? 

Generally, about 7 megapascals. Pressure has a minor 
effect on what we've studied. 

I'm talking about vaporization of the fuel. 

No, we're not vaporizing the fuel. This is flow in 
the liquid phase. 

Also, with liquid-phase reactions, wouldn't the 
pressures affect the reaction with the oxygen present? 

Certainly, in the air-saturated case, ... I didn't want 
to get into this particularly, but no doubt, pressure 
in the alr-saturated fuel has quite an effect. When 
we take the oxygen out, we see no effect of pressure. 

The mechanisms involved in that are interesting, too. 
Has anyone looked at that? It starts out at a higher 
level than in the air saturated case, but with 
essentially the same sort of case. 

That's an area we haven't explored thoroughly. I'ii 
show you later on curves we get when we add peroxide 
that are almost exactly the same. This represents a 
build up of those reactive species. If you add a 
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peroxide to the fuel, you start almost at the 
top of the curve. I'Ii show you the curves 
later on. Those (peroxides) would seem to be 
the reactive species when you have an air 

saturated fuel. 

Then wouldn't residence time be a factor in 

this? 

Yes, of course. You see, undoubtedly, 
residence time is going to have an effect. 
There's no question about it. 

Is the fuel continuously recirculated? 

Oh, no. It is not continuously circulated. 
We store it after it comes out. 

It would be useful to know what the nature 

of the suspended material is. 

Yes, it would be interesting to see what it 
is. We are only measuring deposits that are 
the wall because that was our original 
mission. We see some anomalous effects in 
the effluent fuel. We know that some fuels 
are breaking down, the color up, for example, 
but they don't give us deposits. Either 
gaseous deposits or fuel soluble deposits are 
formed or there are suspended deposits we 

don't see. 

The origin of these particulates may have an 
important effect in the subsequent combustion 

process. 

Absolutely. This study was designed mainly 
to show what would happen to fuel lines and 
fuel nozzles. Later on, of course, you may 
be concerned about recycled deposits, but 
you're absolutely correct. Some of these 
materials we know are breaking down, yet 
they are not giving us deposits. That is, 
again, a separate study. It's very inter- 
esting, and something should be done about 
that. When we've got the time, we'll do it. 

Is the implication that you've done tests 
that show that the phenomena does, in fact, 
occur on the walls? 

I'm going to show you some electron micro- 
graph pictures later on. We get different 
morphologies when it seems like deposits 
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are forming in the bulk fuel as opposed to 
on a wall. We think that in air saturated 
cases, at least, the deposits are formed in 
the bulk fuel. The evidence for this is 
very, very sketchy. I really am not going to 
stick my neck out to say, "absolutely proven", 
but we think that is the case. On the other 
hand, if you don't have air or oxygen in the 
fuel, the morphology is quite different and 
it would look, to me at least, more likely 
that the deposits are actually formed on 
the surface. 

The spurt coming out at the exit; has that 
got deposits in there? 

Generally not. Some color some times, 
typical of the nitrogen compound, but not 
actual deposits. One thing to do is to 
blow the darn stuff (~.e., effluent fuel) 
down and see what's in it. We ought to do 
that; no question about it. 

Isn't 7 megapascals greater than the 
critical pressure of the fuel? 

You don't think there is any vapor phase at 
that point? 

That's what l'm asking. 

That's true. At something like 400 or 500°C, 
l'm not sure. I don't know how else to 
explain that sudden drop off. We measure the 
gas from the outlet. There is often con- 
siderable amount of gaseous pressure from 
the outlet. 

Is there a difference between the makeup of 
the varnish which is formed above and below 
this layer? 

We don't know yet. There's a difference in 
the varnish between air saturated and de- 
oxygenated systems and I'll show you that in 
a minute. 

It looks to me like the transition here might 
really involve the kind of deposit which is 
being formed. 

That's an interesting point. I really don't 
know except that the data is reproducible. 
We have much data that shows these types of 



J. Young: 

J. Frankenfeld: 

J. Young: 

J. Frankenfeld: 

J. Young: 

J. Frankenfeld: 

~D 
Cq 

"3 

cn 

J. Young: 

J. Frankenfeld: 

J. Houseman: 

J. Frankenfeld: 

J. Houseman: 

J. Frankenfeld: 

56 

of curves. I certainly belive the curves. 
l'm not sure I believe the official explana- 
tions. I throw that out to you, chew it up, 
and throw it back to me later. 

Over the four hour duration that you're 
talking about, how thick would the deposit 
be on the surface? 

Very, very thin. We have a hard time getting 

it out. 

Could they completely cover the metal surface? 

They appear to completely cover the metal 
surface. Oh, yes. Even in four hours. 

So, after a very short period of time, you're 
now looking at a continuous film of "varnish"- 

not a metal? 

That's right, and the people who design 
combusters were very interested in this, 
because of what is the heat transfer rate. 
In fact, experts have told me exactly 
opposite (tales). "Oh, it's going to improve 
it" (heat transfer) one said. "It's going 
to inhibit it", another said. I'm not an 
expert in this area; I don't know. But yes, 

they cover the surface. 

But also, it tends to reduce the effects of 

your tube material? 

Yes, possibly. But we, and others, have 
shown that metal effects operate even through 
the coating. (This may indicate some 
discontinuity.) 

Is the tube almost warmer than a liquid in 

this case? 

Yes. Unquestionably. 

Is that why deposits are on the tube? 

Well, as I say, I think that is open to 
question. Now, I have nothing more than the 
testimonies of experts and some of the 
morphology from the scanning micrograph I 
have shown you. They (the deposits) are 
spherical. I can't see why they'd be 
spherical if they were formed on the surface. 
Spherical deposits are being formed in the 

bulk fuel. 
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Are the ones toward the stainless steel core 
different from the saturated or the deoxyge- 
nated? (Slide 23) 

Oh, certainly. You can only compare things 
vertically here (Slide 23) not horizontally. 
Of course, that's a single temperature (400°F) 
there. The other results were over the range 
of 300 to 1000°P. Normally, you have a 
magnitude of about i00 times greater with 
the (air saturated fuel) stainless steel 
under the same conditions. From 400°P up 
particularly, the difference becomes quite 
apparent. But you don't have to compare 
these things vertically. I could not give 
you all the raw data; we are trying to 
summarize it. 

What are we actually looking at? 

Actually, you're looking at the tube itself. 
We sent small segments of tube down to 
Scan Atlanta. Scan Atlanta operated the 
scanning electron microscope. Shermer has 
discussed this in some detail in a paper 
years ago. He reaches some of the same 
conclusions about the formation of spherical 
particles in the bulk fuel, which is the most 
likely place for spherical particles to form. 
We get much less of that in the case of the 
deoxygenated system this at least suggests 
the deposit is forming on the walls. 

In that bottom picture, we are still looking 
at a deposit where we don't see bulk after 
the deposit? 

The experiments were run the same way, the 
tubes were cut up and he managed to get a 
picture of the inside of a tube. 

But the dark gray material at the bottom ... 

That's deposit. That's not the tube surface. 
That's the deposit, l'm speculating, but I 
think that in the air saturated cases you are 
getting spherical particles of deposits formed 
in the bulk fuel. As they pass by, they tend 
to impinge on the surface and stick. 

What's held constant here? Is there a con- 
stant total amount of deposit in the two 
slides or are they both of the same four hour 
run? What's held constant? 
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Luckily in these particular cases, the total 
deposits were not far off being the same. 

Otherwise it would be a serious problem. 

It turned out that, in these particular 
cases, the total deposits were about the 
same, otherwise we couldn't draw a thing 

from these pictures. The deposit formation 

rate was about the same and it just turned 

out that we were lucky in this case, but we 

certainly expected the air saturated deposits 

to be much higher. In this case, they were 
not. 

Was any effort made to try to estimate the 
relative weight or amount of spherical deposit 
here and the continuity? The amount of 
spherical may be insignificant. 

Right. l'm sure that, if it had impinged on 
the surface, eventually it is going to 

agglomerate. We did not measure it but I 

feel sure the differences are real. 

In this paper you conclude that the deposit 
rate is greater with an oxygenated system 
than with a deoxygenated system. I'm not 
quite sure how to interpret that. 

The rate of flow, in this special case 
(Slide 26) was slower. We didn't really 
intend to do this, but, luckily, we measured 
about the same deposit rate in this parti- 
cular tube. Ordinarily, you are right; they 
would not be the same. It would be off by 

quite a magnitude depending on oxygen contents. 

Does it matter whether it's spherical or 

whatever? Is the process occurring? I mean, 
in practice, maybe you might not know any- 
thing in four hours. 

Oh, no. Of course not. These airplanes are 
going to be flying for thousands of hours 
perhaps. That's the problem. If we're 
limited to four hours, we don't have to worry 
about it. You certainly are not clogging any 
tubing. If it builds up over a thousand hours, 
then you are running into a problem. The 
morphology is only a clue aimed at under- 
standing the phenomena. 
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But you don't know what the instantaneous rate of build 
up is. 

Yes, we do know the rate in terms of the carbon. We 
don't know the thickness of the film by any means. 

How do you know it's linear that far out? 

We don't. 

When the results depend on the metals, you expect it's 

not linear? 

I suspect it's not linear. 

There is a fair amount of information that.said it's 
not linear. 

Yes, I don't think it's linear either. 

Would it be appropriate to interpret that top 
photograph as saying you also have the continuous 

phase in addition to granular material? 

I think so. You're not looking at an absolute 
difference in kind here. A difference in magnitude 
of spherical particles. It's shakey, but other 
people have interpreted similar data. I'm throwing 
it out to you as a possibility. It looks like the 
mechanism of formation in the two cases is different. 
Not only from this data, but from one I have shown you 
on the effects of the impurities. 

What is the composition? 

Of the what--the fuel? 

No, of the deposit. You have indicated in general that 
the deposits are rich in oxygen and sulfur. What 
about the differences between these two? 

Not very much. We haven't explored it to a great 
detail. It's very hard to capture deposits. It looks 
llke the deposits are similar in these cases. There is 
enough oxygen for the low level of deposits we are 
seeing. Deoxygenationmainly affects the total amounts. 
The fuel itself is identical except for the oxygen 

content. 

Did you intend to say that the raw liquid costs are 

reasonable? 
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J. Bert: 

Oh, no, no. Even the raw liquid costs are high. 
Retorting of shale, for example, is going to cost money 
(as does mining of shale)--but the costs of processing 
from that point on are also very high. I don't want 
to make a point of that. That's not the purpose of mv 
talk. I just sort of threw that in. But they are 
going to be high. Not Only are these fuels going to 
be expensive, but they are not going to look like 
petroleum based fuels. That's the gist of this paper. 

Are they going to be blends? 

Oh, I think they will be blended, so I think the out- 
look for them is in blending in refineries. I don't 
think that you are going to burn shale as it is, but 
that's an opinion of mine and by no means an accepted 

one. 

Does it happen in both light and darkness? 

It happens in darkness much slower. We'll show that. 
It's strongly light catalyzed, but it can by no means 
be prevented in the dark; only retarded. 

What's the point at which you can begin measurements? 

First day. 

In application, how is this going to apply through 
storage and transit and delivery? 

That's a good question. This problem has just been 
identified. What to do about it is very much up in 
the air. But in the proper magnitude of the problem, 
(and I'm telling you, this is not minor) the amount of 
sludge formed is tremendous. Something is going to 
have to be done about it, I think, this continued 

build up. 

How much phenol did you say you added? 

500 ppm oxygen ievel. By the way, thiophenols are 
even better for a while, but then they quickly stol) 
being retardants and actually tend to increase sedi- 
ments; perhaps because of oxidation to sulphonic 
acids; sulphonlc acids are known to be catalysts. 
We're looking into that now. Phenols do seem to work. 
Although, after you get around sixty days, the effects 

begin to fall off some. 

I think the interesting aspect of your results to mixer 
design really is the residence time-temperature rela- 

tionship. 
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That's the one thing we didn't study. 

If that area were expanded, one could get some feeling 
for how close to a hot mixing zone one could introduce 
a fuel before getting into trouble. I think that 
would be a generic problem in all mixers. Another 
interesting point is that in your table showing the 

relative rates of deposits on different surfaces, the 

value for stainless steel is unity, while for every- 
thing else the values are greater. 

Greater or about equal, with the exception of some of 
the titanium tubes. 

An interesting question would then be: "What component 
is it of the steel that is inhibiting the formation 
of deposit?" 

Whether it is actually inhibiting or not, I don't know. 

I think that we have to look at what's the component 

in the others that catalyzing it. One has to look 
and see what the surface characteristics of those 

tubes are. Copper is a bad actor whether it is 
dissolved or whether it is on the surface. That's a 
correlation that we can draw, which, I think, may 
indicate that it's something to do with copper. 

For a more catalyzed reaction, you are going to want 
to know the temperatures at the wall. General 
conductivity you see at the walls might predominate. 

Can you tell me how I can measure the temperature? 

You don't know how to measure the bulk fuel tempera- 
tures? 

Not in our unit. We'll have to design a new unit with 
larger tubing and somehow get a thermocouple in there. 

What tube diameter do you use now? 

About .038 in OD. It's small. We need a different 
type of unit. 

You might also want to look at the surface-to-volume 
ratio while keeping the flow velocity the same. 

People have looked at this problem for aircraft 

engines. 

It is very different. That's this thermal stability, 
and they find the same kind of metal effect that we 
find. That would be some kind of indirect evidence 
that it isn't a surface phenomenon. Our tube was very 
small, and you can't get at those. 
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I'm still trying to understand where this fits in the 
fuel processor. Are we worrying about deposits on 
the catalyst surfaces? I don't see these deposits 
taking place in the mixer region in the gas phase 

reaction. 

If you are going to worry about soot, it seems tc me 
that this is going to be a problem in the mixer. 

Yes, soot will be a problem in the mixing region. 
was asking about deposits due to fuel stability 
problems. 

Petroleum derived fuel is a different story. We don't 

get this from petroleum. 

Is there trouble in the course of producing the fuel? 

Maybe. The Navy received the fuel from I won't say 
where. It was supposedly hydroprocessed, carefully 
processed shale. It was just like tar. They really 
didn't know what to do with it. 

To learn more about how this works, how to avoid 
deposits, wouldn't it help you in the process of 
producing your own shale? 

I've heard very optimistic reports lately about how 
one can acid treat and hydroprocess and get a really 
low nitrogen shale. However, to our way of thinking, 
the low nitrogen wasn't so low, and the costs 
associated with that process are very large. But 
they are getting fairly good results if cost is ignored. 

We looked at your approach to measuring deposits for 
heater designs and we never could rationalize the 
surface to volume ratio. This test is great for a 
comparative purpose, but we couldn't develop a 
commercial heater design. Do you have any guidance 
along those lines? 

No. I agree with you. That's why I say most of this 
was in comparison. We were looking at how we could 
make improvements by deoxygenating the fuel. That's 
all this is designed to do. I couldn't help you on 

that. 

What about coal liquids? 

Most of the work I showed you is in a model system, 
essentially purified deillng with nitrogen compounds 
that have been added. One slide I showed you was on 
shale liquid. Coal is another problem. We do not 
try to simulate coal, because the Navy is not par- 
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ticularly interested in coal. They don't want an 
aromatic fuel for jet appllcatlons--certainly not 
diesel applications. Still, some of this may occur 
in coal as well. 
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SPRAY COMBUSTION MODELS: A REVIEW* 

G. M. Faeth, The Pennsylvania State University 

ABSTRACT 

Due to recent theoretical and experimental advances, modeling 
spray combUstion can be contemplated as a means of supplementing 
traditional cut and try eombustor development methods. This review 
describes spray models that are currently being developed and their 
validation. The review is limited to steady, turbulent two- and 
three-dimensional systems typified by furnaces and gas turbine com- 
bustors. Both locally homogeneous flow models, where the phases 
are assumed to be in kinematic and thermodynamic equilibrium at 
each point in the flow, and more complete two-phase flow models, 
which allow for finite rate processes between the phases, are con- 

sidered. 

NOMENCLATURE 

a acceleration of gravity 
B 0 oxidation transfer number, Eq. 

(25) 
By mass transfer number, Eq. (24) 

C D drag coefficient 

C i parameters in turbulence model, 
i=~, el, ~2, gl, and g2 

C specific heat at constant 
P pressure 

d nozzle or injector diameter 
D drop diameter 
f,f instantaneous and time averaged 

mixture fraction 
g square of mixture fraction 

fluctuations 
h heat transfer coefficient, 

Eq. (16) 
hfg heat of vaporization 

k kinetic energy of turbulence 
m drop mass 
m i mass of species i in drop 

m t total evaporation rate of 
drop 

p(f) probability density function 
Pr Prandtl number 

Qi heat of reac~tion per unit mass 
of fuel i 

Qr heat of reaction, Eq. (28) 

r radial distance 
Re Reynolds number, Eq. (20) 
t time 
T temperature -%- 
u,u mean velocity in x direction, 
÷ velocity vector 
u particle velocity vector 
P 

v mean velocity in r direction 
v o weighted mean velocity in r 

direction, Eq. (7) 
x axial distance 

particle position vector 
P 

Yi mass fraction of i 

void fraction 
e dissipation rate of turbulence 

kinetic energy 
~. mass flux fraction of'i 
l 

e spray angle 
% thermal conductivity 

transverse turbulent microscale 
g 

laminar viscosity 

* The author's research on spray combustion is supported by NASA Contract 
NGR 39-009-077 under the technical, management of R. J. Priem of the Lewis 

Research Center. 
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~t turbulent viscosity 

~i ° stolchlometrlc coefficient, 
Eq. (21) 

p density 
~i turbulent Prandtl/Schmidt 

number, i=k, ~, f, and g 
r particle relaxation time, Eq. (31) 
P 

generic property 

subscripts 

a nonfuel gas 
c centerline property 
f liquid fuel 
F flame 
o injector exit conditions 
0 oxidant 
s drop 

ambient conditions 

INTRODUCTION 

Recent theoretical and experimental progress has led to renewed interest 
in the detailed modeling of spray combustion processes in practical devices. 
This includes intensive development of turbulence models of flow and combus- 
tion processes, as well as the availability of general-purpose computer codes 
capable of solving the model equations. The rapid development of new experi- 
mental methods (e.g., laser Doppler anemometry, laser diffraction sizing of 
particles, holography, etc.), has also enhanced capabilities for evaluating 
such predictive methods. 

In these circumstances, the development and validation of numerical 
models of spray combustion processes can be contemplated. The availability 
of such models reduces the need for cut and try methods during combustion 
chamber development. The problems posed by alternative fuels and new 
pollution and performance objectives have provided new incentive for model 
development since traditional design methods are uncertain and costly when 
faced with a multiplicity of goals. 

Significant progress has already been made toward the development of 
spray combustion models. In some cases, the models are being employed during 
the development of practical combustors. 1,2 Much remains to be done, however, 
before comprehensive spray models become reliable design tools capable of 
accurately predicting the performance, heat transfer characteristics, and 
pollutant production of combustion chambers. 

The objective of this review is to describe spray combustion models that 

have been developed, and their validation. Critical areas where more research 
is needed in order to improve model effectiveness will also be suggested. A 
number of recent reviews consider the evaporation and combustion of individual 
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3-12 The present review drops, and the qualitative description of sprays. 
supplements this information by concentrating on spray models and their 

comparison with experiments. 

The review is largely limited to steady, turbulent two- and three- 
dimensional spray processes, typified by furnaces and gas turbine combustors. 
Emphasis is placed on finite difference solutions. Lumped parameter models, 
(e.g., modular models or stirred reactor models), have been described by 
Mellorl3, 14 in recent reviews. 

Within the finite difference group of solutions, two major classes can 

be distinguished: 

(I) Locally homogeneous flow (LHF) models, where the phases 
are assumed to be in kinematic and thermodynamic equili- 

brium at each point in the flow. 

(2) Two-phase flow (TPF) models, where finite rates of trans- 
port between the phases are considered. 

The development of TPF models is of greatest practical importance, since LHF 
models are generally valid only when the drops in a spray are small. How- 
ever, both approaches will be considered since LHF models have distinct 
advantages in some cases, and have also been subjected to more complete 

evaluation than TPF models, to date. 

The review begins with a discussion of LHF models and their comparison 
with experiment. Current methods of treating drop transport characteristics 
and the interaction between phases are then considered. The review con- 
cludes with a description of current TPF models and their validation. 

LOCALLY HOMOGENEOUS FLOW MODELS 

Description of Model 

The basic premise of LHF models is that transport between the phases is 
fast in comparison to the development of the flow field as a whole. This 
implies that at each point in the flow, all phases have the same velocity 
and are in thermodynamic equilibrium. This requirement is most easily met 
when the dispersed phase is a gas and the continuous phase is a liquid, due 
to the relatively low inertia and thermal capacity of bubbles. Therefore, 
LHF models are reasonably successful for bubbly flows and for processes of 
condensation and reaction when ~as jets are injected into liquids (if 
buoyancy effects are small). 15-I" 

The application of the LHF approximation is more questionable for sprays. 
However, some workers have noticed striking similarities between the struc- 
ture of flames fueled with gases and with well-atomized sprays (peak drop 
number densities in the range i0-20 ~m), when the two flows have the same 
stoichiometry and momentum. ~8'19 



p 0 

67 

For sprays, the LHF approximation is appropriate when drop sizes are 
small, when the densities of the phases are nearly the same, and when the 
rate of development of the process as a whole is slow. This implies that 
the validity of the LHF approximation can be assessed if characteristic 
response times (length) of the drops and the process as a whole are com- 
pared. 12,19,20 Practical application of these criteria, however, often 
presents real difficulties. A priori predictions of process lengths are 
frequently not available until some model has been applied. Drop character- 
istics (stopping times, evaporation times, heat-up times, etc.) strongly 
depend on the environment of the drop within a spray, which is also not 
known in the absence of some model. 

The major advantage of LHF models is that they require minimum informa- 
tion concerning injector characteristics, since drop size distributions, 
etc., play no role in the calculations. Calculation procedures are essential- 
ly identical to those employed for gas fueled flames, which are widely 
available and require shorter computation times than the more complex TPF 
procedures. Finally, the results of LHF calculations can provide a useful 
first approximation of the flow, allowing characteristic response times to 
be assessed, a posteriori. 

Equation of State 

The major difference between calculations for gas fueled and LHF liquid 
fueled combustion concerns the equation of state of the system. Common 
assumptions for turbulent single-phase flow are that the exchange coefficients 
of all species and heat are the same; the combustion process is adiabatic; 
radiation, viscous dissipation and kinetic energy are negligible; and that 
molecular rates of reaction are infinitely fast so that local thermodynamic 
equilibrium is maintained. 21-24 If the sameprinciples are extended to the 
LHF model, a particularly simple form for the equation of state is obtained. 

The assumption that species exchange coefficients are the same implies 
equality of both the laminar and turbulent components of the diffusivities. 
This is a reasonable approximation for gases, 21-24 but is more questionable 
for gas-liquid mixtures. Even at the LHF limit, the laminar diffusivity of 
small drops is much smaller than ~s molecules, although turbulent diffusion 
rates are approximately the same. The effect of laminar diffusion in 
turbulent flow is not thought to be large with respect to mean properties, 

~4 i 1 assu tion however, and the approximation appears reasonable. W th th's mp , 
the mixture fraction (the fraction of mass at a given point which originated 
from the injector) is a passive scalar or conserved property of the flow. 

Adding the assumption of local thermodynamic equilibrium requires that 
reaction rates and phase equilibration between the gas and liquid phases are 
infinitely fast. When combined with the equal species exchange coefficient 
assumption, this assumption implies that the local state of the mixture is 
completely specified by the pressure, the velocity, the mixture fraction and 
the temperature or total enthalpy. 

A further simplification is obtained when the assumption of equal ex- 
change coefficients is applied to energy transport, as well, and radiation, 
wall heat losses, viscous dissipation and kinetic energy effects can be 
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neglected. At this limit, the local state of the mixture is completely 
specified by the pressure and mixture fraction, alone. The properties at 
each point in the flow correspond to the thermodynamic state attained when 
an amount (f) of injector fluid and (l-f) of ambient fluid, at their initial 
states, are adiabatically mixed. 

With this procedure, the effect of dissociation in high temperature 
regions of the flow can be handled using conventional chemical equilibrium 
programs. 26 In fuel-rich regions of the flow, the presence of liquid fuel 
and other condensibles must be considered. The output of the calculation 
provides the density, enthalpy, temperature, composition, etc., of the flow 
as a function of mixture fraction. 

Figure 1 is an example of an equation of state as a function of (f) 
under the previous assumptions. The properties correspond to the combustion 
of pressure atomized liquid n-pentane, burning in air at atmospheric pressure. 
Both the liquid fuel and the air are initially at 298 K. The effect of 
dissociation at high temperatures and the presence of liquids at mixture 
fractions near unity make the relationship between properties and mixture 
fraction decidedly nonlinear. Other plots of this type for single-and two- 
phase systems may be found in the literature. 17,21,24,27 

Conservation Equations 

The formulation will be continued under the assumptions listed for the 
equation of state. This yields a relatively simple probability approach for 
modeling the reacting LHF, which minimizes the number of equations to be solved 
and concurrently the number of empirical parameters that must be specified in 
order to obtain a solution. 

With the equation of state defined for the two-phase mixture, the sub- 
sequent formulation is identical to single-phase flow models. Early applica- 
tions of the LHF models for sprays employed integral models to represent the 
turbulent flow. 28-30 However, current models employ two-equation models of 
turbulence which have been recently developed for single-phase flows. 27,31,33 
This approach is also being used in current TPF models and will be considered 
in the following. 

In order to fix ideas, the case of a spray directed vertically in an in- 
finite stagnant media is considered, following Ref. 27. The flow is assumed 
to be axisymmetric and the boundary layer approximations are applied. A 
turbulent viscosity is employed, which is obtained from a k-E turbulence mode], 
and the effect of unmlxedness is handled by writing an equation for mixture 
fraction fluctuations. 33 Variable density effects are treated by Reynolds 
averaging, following the work of Lockwood and coworkers. 21'22 In this case, 
the Boussinesq approximation is used to represent velocity density correla- 
tions, although a number of terms introduced by density fluctuations are 
ignored for lack of better information. 
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With these assumptions, the conservation equations become 

where 

ap_.__u_u+ !~__ (rpvO) = o 
~x r Br 

D(u) = a(p. - p) 

D(f) = 0 

9u 2 
D(k) = pt(~ ) - pe 

2 
e (8u. 2 e 

D(~) = C!~t T~r; - CE2 p 

~f 2 E g  
D(g) = Cgl~ t (-~) - Cg2 P k 

(i) 

(2) 

(3) 

(4) 

(5) 

(6) 

pv ° = pv+~'V' (7) 

and for ~ = f, u, k, e or g, 

~t a~) ~ ~ 1 a (r-- 
D(~) = pu -~x + pv° ~r r ar ~ 

The turbulent viscosity is obtained from ~ and k as follows: 

(8) 

~t = C~ pk2/~ (9) 

The boundary conditions for Eqs. (i) - (8) are 

r = O, a~_ O; r = ~, ~ 0 (i0) 
8r 

The initial conditions are given by the mass flow rate, thermodynamic state and 
thrust of the injector, along with specification of k and £ at the injector. 27 

An alternate formulation, developed by Bilger and coworkers, 34, 35 con- 
siders density fluctuations through the use of Favre averages. This approach 
provides a ~omewhat improved treatment of variable density planar shear layers 
than the Reynolds averaging procedure outlined here, 36 and might usefully be 
applied to LHF models where large density variations are the norm. When the 
Favre averaging is applied to the present problem, the equations to be 
solved are identical to Eqs. (i) - (I0). The differences in the methods 
appear in the evaluation of properties such as time averaged density, concen- 
trations, etc. 

Continuing with the Reynolds averaging method, the mean value of any 
scalar quantity (other than f, g, k and E) can be determined from its varia- 
tion with f (for example, as illustrated in Fig. I), if the probability 
density function p(f) for f is known as a function of position. Then, the 
mean values are given by 
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S 
I 

= ~(f)p(f)df 
0 

(ll) 

The probability density function p(f) has been measured in some flows. 34,35'37 

q / \  
I I \ ~  '"  

,4/ \ 

Fig. i. Flow properties as 
a function of mix- 
ture fraction for 
the combustion of 
liquid n-petane in 

air, reactions at 
298 K, 0.i MPa. 

Various distribution functions have been used to correlate the results, 
clipped Gausslan distribution, incomplete beta functions, rectangular waves, 
etc.21,24, 34 Distributions of this type are characterized by their most 
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probable value and variance. These parameters can be determined by noting 
that 

11 11 = fp(f)df ; g = (f - ~)2p(f)df 

O O 

(12) 

where both ~ and g are known from the integration of Eqs. (i) - (i0). There- 
fore, Eq. (12) provides two implicit equations which can be solved to find 
the most probable value and variance of the distribution. With these quan- 
tities known, Eq. (Ii) yields the property values, p, T, etc. 

Aside from the selection of a functional form for the probability density 
function, values for the empirical constants must be assigned. Since the 
purpose of a LHF model is to provide a means of extending existing single- 
phase flow models to treat a two-phase flow, the values of the constants are 
generally selected to match experimental results for single-phase flows. 27 

Finite Rate Processes 

A desirable feature of the probability density function procedure is that 
it does not employ any empirism beyond that of a nonreacting flow, aside from 
the specification of a functional form or the probability distribution func- 
tion. There are many instances, however, where modifications are necessary. 
The method is no longer valid when radiation or heat losses from the system 
are present, or when kinetic energy effects and viscous dissipation are 
significant. When an air atomizing injector is used, a portion of the com- 
bustion process is premixed, and the chemical equilibrium assumption is less 
effective, particularly near the injector where fuel and oxidant can coexist 
at relatively low temperatures. Naturally, it would also be desirable to 
consider some of the finite rate aspects of the reaction and drop gasification 
processes, within the LHF model framework. 

In cases of this type, the state of the mixture is no longer solely 
fixed by f~ and additional scalar conservation equations must be solved, 
stagnation enthalpy, fuel conservation, concentration of inert species, etc. 
Joint probability density functions must be considered as well, having 
dimensions equal to the number of properties required to fix the state of the 
system. Pope 38 and Lockwood 39 present some suggestions along these lines; 
however, these methods have not been applied to sprays, as yet. 

An approach that has been applied to sprays, for both LHF and TPF models, 
involves application of Spalding's eddy break-up model of turbulent combus- 
tion. 23,24,40, 41 The method is used to describe the reaction rate of fuel 
(or fuel vapor for a TPF model). For a TPF model, the rate often is taken 
to be the smaller of either a global Arhennius expression (based on mean 
properties) or the eddy break-up expression28, 24 

Rfu,EBU = -CRpgful/2E/k (13) 
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where C is a constant having a value on the order of unity, and g'u is the t 
square ~f the fuel concentration fluctuation, which satisfies an equation 
similar to Eq. (6). 38,41-43 Equation (13) provides the needed source term 
in the fuel vapor mass conservation equation, and can be coupled by stoich- 
iometry to other species in the system, assuming a one-step reaction. With 
this approach, properties such as density are normally based on mean values. 
In the case of LHF flow, two limiting rates are also used~ but they include 
heterogeneous effects and validation of the approach is limited. 32 

Methods of treating rate processes in turbulent flows are rapidly develop- 
ing, and there are conceptual problems with the eddy break-up model and the 
treatment of flow properties by these methods.24'38, 39,43 However, the EBU 
model has achieved some success in the past for gas fueled combustion and is 
encountered in a number of the current spray combustion models. 

Solution 

General purpose computer codes are available for solving Eqs. (i) - 
(11). 44 The formulation and computer codes for treatin~7elliptic and three- 
dimensional flows are also available from past work. ~=- 

Model Validation 

Table i is a summary of some LHF models that have been reported for 
sprays. The list is not exhaustive, but represents typical cases where 
reasonably well-defined measurements were available to test the predictions. 
In particular, phenomenalogical models that embody LHF approximations have 
also been developed to simulate spray combustion in diesel engines. 48-52 
Due to the transient three-dimensional nature of diesel combustion, however, 
convincing validation of the components of such models has not been achieved. 

In general, the LHF approximation overestimates the rate of flow develop- 
ment. An exception to this involves the experiments of Newman and Bruzostow- 
ski, 29 where a liquid near its thermodynamic critical point was injected into 
a gas at high pressure. At this condition, the reduced surface tension of 
the liquid favors the production of small drops and the density of the liquid 
approaches that of the gas. Both effects favor the application of a LHF 

model. 

Figure 2 is an illustration of the comparison between measurements and 
predictions obtained by an integral model. 30 The experimental results in- 
clude the vapor penetration length of vapors injected into subcooled 
liquids, 16'53 the length of reacting gas jets (yielding condensed reaction 
products) in molten metals, 17 flame lengths of gaseous fuel jets in stagnant 
air, the data of Newman and Brzustowski, 29 and liquid fuel spray and flame 
lengths in stagnant air (pressure atomized injection of room temperature 
liquid, SMD = 30 ~m, pressures in the range 0.1-9MPa). 30 

The empirical parameters of the flow model were selected to match the 
characteristics of single-phase jets. The effect of turbulent unmixedness 
on transport rates was represented by an unmlxedness parameter, based on 
condensing jet data where the LHF model is most accurate. The remaining 
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Fig. 2. Correlation of penetration 
length data for jets with 
LHF integral model; mo and 
Mo are mass and momentum 
excess flow rates at in- 
jector, B is nhe appro- 
priate driving potential. 30 

results are predictions based on these parameters. The estimation of the 
length of gas flames is reasonably good. The spray measurements of Newman 
and Brzustowski, 29 where conditions favor the LHF approximation, are over- 
estimated. (The model of Ref. 29 provides better agreement with this data. 
The computational problems are associated with the difficulties in selecting 
properties near the critical point.) 30 However, the model underestimates 
the remaining spray measurements by 30-50%, with the errors actually being 
largest at the highest test pressures (9MPa). 30 In this case, although the 
density difference between the phases is smaller at high pressures, slip 
near the injector is still important since the process as a whole is 

shorter. 

The integral models are relatively crude, and a more convincing examina- 
tion of the LHF approximatlon can be obtained by considering the k-E models 
described earlier. Shearer and coworkers 27'56 provide a systematic evalua- 
tion which considers a variety of turbulent axisymmetric jets and sprays, 
flowing in a stagnant environment. This includes an isothermal air jet in 
air, 27,56-59 heated air jet in air, 60 an air jet in water, 61 and an evapora- 
ting Freon 11 spray in air (injector diameter 1.19 mm, air atomizing, SMD = 
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29 ~m, air mass fraction in injector flow 0.127). 27,56 

Similar to Lockwood and Naguib, 21 optimizing the agreement Between 
predictions and measurements for single-phase constant and variable density 
jets yielded the model constants. 56 The optimization yielded values identical 
to those found by Lockwood and Naguib, 21 which are summarized in Table 2. 

Table 2 

Constants in the Turbulence Model 56 

Constant Value Constant Value 

C 0.09 a k 1.0 

C l 1.44 oe 1.3 

C = C 1.89, 1.84, 1.82 a of 0.7 
~2 g2 

C 2.8 o 0.7 
gl g 

aConstant density flows, variable density flows, and 
potential core region for all flows, respectively. 

Undesirable features of this model are that slightly different values of Ce2 = 
Cg 2 are appropriate for constant and variable density flows. Different con- 
stants are also needed for the shear layer, near the exit of the jet, and the 
fully-developed portions of the flow. Other assessments of the model con- 
stants yield similar results. 21-24,33-35,45 A clipped Gaussian probability 

density function was employed in the results to be illustrated. The effect 
of using other distribution functions is not large. 21 

Figures 3 and 4 are illustrations of the radial variation of mean 
velocity and mixture fraction for the various jets, in the fully-developed 
region of the flow. The radial similarity coordinate, r/x, is used on the 
figures in order to indicate the degree to which the model predicts the width 
of the flow. The agreement between theory and experiment is reasonably good 
for all the flows, in spite of significant density variations in some cases. 
The turbulence quantities u-~v' and k are also predicted quite well for the 
same cases. 27,56 

A somewhat more stringent test of the model is provided by examining the 
axial variation of velocity and mixture fraction in the jets. These results 
are illustrated in Figs. 5 and 6. It is seen that the axial variation of 
velocity and mixture fraction is strongly influenced by the density ratio of 
the flow (Po/P~ varies in the range I0-3-I0). The velocities are predicted 
reasonably well, except for the spray where the rate of velocity decay is 
somewhat overestimated. The mixture fraction decay for the air jet in 
liquid is underestimated; however, this could be due to sampling errors since 
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the probe technique used to measure concentration generally underestimates 
the concentration of gas. 61 For the spray, the rate of decay of mixture 
fraction is clearly overestimated. The examination of temperature and liquid 
flux data for the spray provides further evidence that the theory over- 
estimates the rate of flow development. 27'ss 

The problem with predicting the spray~ using the LHF model, can be 
directly attributed to slip and loss of thermodynamic equilibrium between the 
phases, rather than the choice of empirical constants in the model. This was 
determined by computing drop life histories for drops moving down the axis of 
the spray, employing the predictions of the LHF model to estimate local gas 
velocity, composition and temperature. The details of the calculations are 
discussed in the next section. Since uncertainties in properties and the 
method of selecting proper average properties for transport quantities can 
significantly influence the predictions, the lifetime calculations were 
calibrated using single drop experiments. The results of the computations 
are illustrated in Fig. 7. 
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Drop life history 
predictions in an 
evaporating Freon 
ii spray. 
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It is seen that the drop velocities decay more slowly than the gas velocity, 
even for drops as small as i0 ~m. Drop temperatures also respond too slowly 
to the gas temperature variation. In the downstream region, the drops tend 
to approach a wet-bulb temperature, which is significantly lower than the 
gas temperature, as the fuel vapor concentration decreases along the center- 
line due to the entrainment of ambient gas. A constant wet-bulb temperature, 
typical of "steady evaporation," however, is never reached in a spray, since 

the environment of each drop continuously changes. 

Similar behavior of a LHF model was observed by Khalil and Whitelaw 31 

for combusting sprays." Figure 8 is an illustration of the comparison for a 
pressure-atomlzed kerosene spray with a hollow cone pattern. 
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Fig. 8. Comparison between predic- 

tions of a LHF model and 
measurements in a swirling, 
hollow cone, spray flame. 31 

The parameter D=200 mm refers to the diameter of a disk surrounding the in- 
jector. The measurements tend to approach the theory as the SMD of the spray 
becomes smaller. However, the agreement is still relatively poor for a spray 
having an SMD of 45 ~m. 

In a later study, Khali132 was able to achieve a better prediction for 
a portion of the data illustrated in Fig. 8. This was accomplished by intro- 

ducing an eddy break-up model of fuel consumption, as discussed earlier. 
Including a finite rate process allows the predicted rate of development to 

be slowed in the LHF model; however, slip effects cannot be adequately 
treated in this manner and the usefulness of the method is limited. 

From these results, we conclude that LHF models provide a useful qualita- 
tive description of the flow. The models are relatively easy to use, since 
they require only moderate amounts of information concerning injector 



0 0 

81 

characteristics and they draw heavily on existing models of turbulent gaseous 
combustion processes. However, with the possible exception of liquid in- 
jected at conditions near their critical polnt, 21LHF models generally over- 
estimate the rate of development of the flow, even for high pressure sprays 
with an SMD as low as 30 ~m. Thus, the main value of the LHF model lies in 
its ability to provide a preliminary assessment of the spray process, so that 
potential slip effects can be evaluated. For most practical spray processes, 

models which allow for slip and finite rate transport processes between the 
phases must be considered. 

SINGLE DROP MODELS 

Description of Model 

Drop transport characteristics must be determined in order to assess the 
validity of LHF models and to undertake TPF models. The basis for this theory 
is consideration of an isolated drop in a specified ambient environment. Only 
a brief account of this methodology will be considered here; further details 
may be found in recent reviews and references cited therein. S-12 

Typical assumptions used to analyze the transport properties of a multi- 
component fuel droplet at moderate pressures are as follows: S 

i. The drop is assumed to be spherical and well-mi~md (i.e., 
temperature and composition do not vary with position in 
the liquid phase). 

. The gas phase is assumed to be quaslsteady (i.e., it 
immediately adjusts to the mean boundary conditions at 
each instant of time). This implies that the effect of 
turbulent velocity and mixture fraction fluctuations 
is negligible. The radial velocity of the liquid sur- 
face is also assumed to be small. 

. The enhancement of heat and mass transfer rates by 
convection is obtained by an empirical convection 
correction (which may employ film theory). 

. Chemical reaction in the liquid phase is neglected. 
Equilibrium evaporation occurs at the liquid surface 
with negligible temperature jump. The liquid and 
gas phase compositions, and the surface temperature, 
are related by phase equilibrium criteria. The solu- 
bility of the ambient gases in the liquid phase is 
neglected. These assumptions are not valid at high 
pressures, but successful modifications are known. S 

5. The pressure is equal to the ambient pressure everywhere. 

. Only concentration diffusion occurs, represented by an 
effective binary diffusion coefficient, and the Dufour 
effect is neglected in the heat flux. 
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7. Radiation is neglected. 

8. If an envelope flame is present, fuel and oxidizer react 
in stoichiometric proportions within an infinitely thin 
flame zone. 

. For convenience in the following formulation, fluid 
properties are assumed to be constant, determined at an 
appropriate reference condition, and the Lewis number is 
taken to be unity. The constant property assumption can 
be removed, and recent models allow for the effect of 
property changes with both composition and temperature, 
at least in the absence of convection. B 

Transport Equations 

With the previous assumptions, the equations for conservation of mass, 
momentum and energy, for a drop containing N species, are as follows: 3 

dm i 
~-= -ci~ t , i = I,N (14) 

__..p_ - ~  ÷ ÷ - ~) 
m dt = ~- D2pCDIUp - ~I (Up (i5) 

dT ~ Z (16) 
mCpf ~ = ~D2h(T F - T) - m t N~ihfgi 

Equations (14) - (16) have been simplified by neglecting body forces, Saffman 
lift, Magnus, Bassett, virtual mass terms, etc., in the momentum equation. 
The heat transfer coefficient is based on the flame temperature, if a flame 
is present. An equation of state is also needed in order to compute the drop 
size and specific heat from its composition and temperature. The drop posi- 
tion is obtained from 

it ~pdt 

o 

(17) 

In order to fix ideas, the effect of convectlon will be treated using a 

multiplicative correction 
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h/hRe=O or ~t/~t = 1 + 
Re=O 

0.278Rel/2pr I/3 

(I + 1.2321(RePr4/3)) I/2 
(18) 

Equation (18) has good asymptotic properties at low Reynolds numbers and pro- 
vides a reasonable fit of existing data for Re < 2000.3,62, 63 Kadota and 
Hiroyasu 64 describe the film theory treatment of convection for an evaporating 
drop. The following expression for drag coefficient is also effective for 
this range of Reynolds numbers 3,65 

24 Re 2/3 
CD = R'-'~" (1 + ~ 0  (19) 

where 

Re PDI "+ - ~I/P (20) = Up 

In order to complete the model, h, T_, ~ , and the E must be determined 
66 F t 1 = the overall reaction between fuel specie~ for Re 0. Following Law, et al., 

and the oxidizing gas is taken to be 

E ei[Fi] + Z(Ei/vi °) [O]+products 
N N 

(21) 

Then the quasisteady transport^equations, which have spherical symmetry for 
Re = 0, can be solved to yield = 

2zDl = £n[(l + By)(l + B o)] (22) 

where 

e i = Yis(l + By)/By (23) 

By = (i - Yas)/Yas (24) 
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= y /(Eei/gi °) (25) B O O ~ 
N 

The quality Yas is the mass fraction of nonfuel species at the drop surface. 
This quality is obtained from the equation of state, knowing the liquid tem- 
perature and composition, and the pressure. The heat transfer coefficient is 

hD/l = 2£n[(i + By)(l + B o)]/BY (26) 

and the flame temperature, neglecting dissociation is 

T F - Ts = o 

T - T s s) + + (By + B ° 
(27) 

where Qr is the heat released per unit mass of oxidizer consumed at the flame 

front. 

qr = z~_q.l(z~ I~ o) 
Nll N i i 

(2s) 

Given a knowledge of the ambient conditions of a drop, Eqs. (14) - (28) 
can be integrated to yield the temperature, diameter, composition, velocity 
and position of a drop as a function of time. 

Steady Evaporatlon 

At moderate pressures, single component drops in a constant ambient en- 
vironment will tend to heat up to a constant wet-bulb temperature. At this 
condition, all the energy reaching the drop is utilized for the heat of vapor- 
ization of the fuel evaporating from the drop. A simple expression can be ob- 
tained for the rate of evaporation at this condition, as follows (Re = 0): B 

mtCP4~Dl = £n[l + (Cp(T - Ts)) + QrYo~)/hfg] (29) 

For a combusting drop# T s can be taken to be the boiling temperature of 
the fuel with little error. In the absence of combustion, the drop tempera- 
ture has a stronger influence on the evaporation rate. In this case, T s is 
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found from the vapor pressure relationship for the fuel and the fixed rela- 
tionship between the driving potentials for heat and mass transfer at the 
wet-bulb state. 3 

If the Lewis number is not unity, the wet-bulb temperature varies slightly 
with Reynolds number, even if ambient conditions are constant. Due to changes 
in liquid composition, multicomponent drops have no fixed wet-bulb state, 
even if ambient conditions are fixed. Similarly, no drop in a spray has a 
fixed wet-bulb temperature, since ambient conditions are continuously changing. 
The major value of equations slmular to Eq. (29) is that the wet-bulb state 
is readily achieved in single drop experiments, and evaporation rate data can 
be readily correlated for this condition. 

}~del Validation 

There have been numerous studies of the evaporation of combusting and 
non-combustlng s~ngle drops, which have been discussed in earlier reviews. 3-12 
In general, models similar to Eqs. (14) - (29) have been successful in 
correlating data for a wide range of conditions. This quantitative agreement 
arises since there ate large property variations an the flow field around a 
drop, which provides significant latitude for adjusting "average" properties 
so that agreement with experiment is obtained. A unified method of selecting 
a model, convection corrections, and proper average properties, so that 
reliable a priori predictions can be obtained for a wide range of conditions, 
has not yet appeared. 3 Until this comes about, it is recommended that any 
model be calibrated with results from single drop experiments, prior to use 
in a spray model. Some data is available for drops in flames, when spray 
combustion is contemplated.3,62, 63 More data of this type is needed. 

TWO-PHASE FLOW MODELS 

Description of Model 

All TPF models attempt to treat aspects of the interaction between phases; 
however, the models vary widely in regard to the thoroughness with which 
interactions are considered. A major distinguishing feature of current 
models involves a group which ignores the relative velocity difference (sllp) 
between the phases, 67-70 as opposed to more complete models where slip is 
considered, l,2, 71-76 If slip is ignored, the models are similar to LHF models, 
except that finite rate heat and mass transfer rates are considered between 
the phases. Ignoring slip considerably simplifies the calculations; however, 
such models involve limitations in accuracy similar to LHF models° 

It is generally assumed that the spray is dilute. This implies that 
single drop formulas can be used to describe drop transport rates, that the 
presence of the drops has a negligible effect on the constitutive equations 
describing the transport characteristics of the gas phase, and that drop 
collisions can be ignored. 

The void fraction requirements of all these assumptions are not well- 
defined at this time. For monodisperse particles, however, it is recognized 
that single particle transport formulas apply reasonably well if the 
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center-to-center distance between particles is greater than two particle 
diameters. 77 If the particles have equal spacing, this requirement implies 
a void fraction greater than 0.92. 

A rough idea of the spatial regime of the spray where the high void 
fraction requirement is satisfied can be obtained if some simplifying 
assumptions are accepted. The worst situation involves a pressure atomized 
spray where the liquid leaves the injector with a zero void fraction. We 
assume that the liquid is distributed uniformly over the cross-section of 
the spray, the outer boundary of which is defined by the spray angle which 
implies a well-atomized spray. We also assume that the velocity of the 
liquid remains equal to the velocity at the exit of the injector throughout 
the high void fraction region. This yields the following expression for the 
axial distance required to attain a given void fraction. 

x/d = [(i _e)-i/2 -1]/2 tan (0/2) (30) 

Spray angles are narrowest for straight sided injector passages having 
large length-to-diameter ratios, with no liquid swirl. In this case, spray 
angles in the range ].2-25 ° have been observed for injection into stagnant 
gases (the latter angle roughly corresponds to the natural angle of spread 
of a fully developed constant density jet).30, 78 Values of e = 0.92 then 
yield x/d in the range 6-12. However, these values are quoted x~th some 
misgivings. Spray angles are largely based on measurements made much farther 
from the injector (x/d on the order of i00) and similar to a single-phase jet, 
the flow can be narrower near the injector. The uniform concentration and 
constant velocity assumptions also tend to underestimate the distance required 
to reach a given void fraction. 

For combusting sprays in a stagnant environment, the region where drops 
are present typically extends to values of x/d on the order of i00, c.f. 
Fig. 2. If the previous estimates of the high void fraction region are 
reasonable, this suggests that the dilute spray assumption is adequate for 
the bulk of the two-phase portion of the flow. The near-injector region 
requires a different formulation, although this region has yet to be studied 
in any detail for combusting sprays. 

The manner in which the initial conditions of the spray are specified 
has a strong bearing on the need to treat the high void fraction region. TPF 
models which consider slip require size and velocity component distributions 
as a function of position, at some point in the flow, as a boundary condition. 
In the few instances where detailed information of this type has been obtain- 
ed, 79 the measurements were made at some distance from the injector, in cold 
flow. Due tc current experimental limitations for completing measurements in 
low void fraction regions, 80 it appears that detailed validation efforts for 
TPF models will be limited to the high void fraction region, in any event. 

When current models are used for desisn, crude measurements such as 
"spray angle" and SMD are frequently used. ~,2 In this case, Simmons 81 
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represents a useful relationship between SMD and the actual size distribution 
of the spray, which should be helpful in specifying initial conditions for 
TPF calculations. IS 

Liquid Phase Conservation Equations 

Equations (14) - (29) are appropriate for a single drop in a non-turbulent 
flow. In spite of these limitations, current TPF models employ equations 
similar to these to compute liquid transport rates. 67-76 The limitations of 
this approach, as far as interparticle spacing is concerned, have already 
been treated. We now consider other aspects, including: the presence of 
envelope flames, turbulent diffusion of drops, the enhancement of drop 
transport rates by turbulence, and the use of mean ambient properties in the 
drop transport equation. 

Whether envelope flames are present or not around individual drops within 
a combusting spray has generated some controversy. S,10,18, 19 Resolution of 
this question has implications both with respect to drop transport rates and 
the mechanism of fuel oxidation in a spray flame. 

There are three basic drop states in a heated oxidizing atmosphere: 
(i) ignited with an envelope flame present, (2) ignited, but with the flame 
stabilized in the wake of the drop, and (3) not ignited. Past work has shown 
that in the latter two states, drop transport rates can be described b~ 
considering the process to be drop evaporation with no combustion. 82-8~ In 
terms of the single drop formulation, this can be accomplished by setting 
Yo~ = 0 in Eqs, (14) - (29), even though oxygen is present in the ambience of 
the drop. 

Figure 9 is an illustration of the effect of the presence of an envelope 
flame on the steady evaporation rate of an n-pentane drop. The evaporation 
rate is plotted as a function of gas phase equivalence ratio, taking the 
environment of the drop to correspond to the conditions of Fig. i. This 
implies that the gas phase is in equilibrium, with negligible radiation 
losses, etc., and neglects forced convection effects. For gas phase equi- 
valence ratios greater than 0.5, the difference approaches the uncertainty 
of evaporation rate predictions at ei~,er limit. At lower equivalence ratios, 
it becomes increasingly important to determine whether an envelope flame is 

present. 

As far as the fuel oxidation mechanism is concerned, postulating that 
envelope flames are always present implies that only combustion products 
pass into the gas phase around each drop, as long as the ambient oxygen 
concentrations are never zero due to unmixedness. In this case, if mean 
properties are used to determine drop transport rates, consistent treatment 
implies that no fuel vapor is present in the gas phase. This does not 
correspond either to intuition or to existing observations (for example 
Ref. 18). Unmixedness, where drops evaporate as they pass through fuel-rich 
eddies as opposed to combusting, when they pass through oxygen-rich eddies, 
and the absence of envelope flames, even when oxygen is present, appear to 
be significant factors during spray combustion. 
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Fig. 9. Influence of the presence or 
absence of an envelope flame on 
the steady evaporation rate of 
an n-pentane drop in equilibrium 
gas (conditions same as Fig. i). 

Stability criteria for envelope flames provide a necessary condition for 
their existence around moving drops. Measurements yielding stability criteria 
have been Completed for drops in air streams at various temperatures and 
pressures. 84-86 Based on these results, Komijama, et al., 19 conclude that 
envelope flames are unlikely in spray combustion tests that they conducted 
(coaxial flow in a duct). 19 However, more information is needed, considering 

partly combusted ambient gases, before envelope flame assessments can be 
adequately made for the gas phase conditions encountered in sprays. 3,87 The 
stability of wake flames is also a factor, since their presence influences 
the oxidation mechanism of the fuel vapor, even when drop transport rates 
are not affected. Finally, ignition criteria must be specified for moving 
drops in order to obtain the more restrictive sufficient conditions for fuel 
oxidation in the vicinity of a drop. Although attempts have been made to 
provide models of drop ignition, 3,82,83, I00-I03 existing methods are not 
highly developed and are unwieldy; therefore, they have not been applied in 
current TPF models. 

In view of these difficulties, most investigators have chosen to circum- 

vent the envelope flame-fuel comsumption difficulties by assuming that 
envelope flames are never present. In this case, drops act as a source of 
fuel for the gas phase and subsequent oxidation follows procedures developed 
for gas fueled flames. The model of Mongia and coworkers, 1,2 is an exception; 
drops are assumed to evaporate or combust, depending upon whether the mean 
gas phase mixture fraction is greater or less than stoichiometric. Definitive 
consideration of the adequacy of either of these methods is not yet available. 
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Another problem encountered with sllp models involves consideration of 
the effect of turbulent diffusion on drop motion. Large drops don't respond 
significantly to the turbulence and follow trajectories ~lich are only in- 
fluenced by the mean motion (describable by Eqs. (14) - (28)). However, 
small particles track the turbulent motion similar to particles used for LDA 
measurements in a turbulent flow. Methods for estimating the drop size 
range, where turbulent diffusion is important, have been described in the 
literature. S, 88 

One method of treating turbulent drop diffusion is to estimate a diffu- 
sional drift velocity based on Fick's law of diffusion. 89,90 This requires 
the specification of a turbulent Prandtl/Schmidt number as a function of drop 
size and local flow properties. Some measurements are available to estimate 
this quantlty. 25,77,91,92 The turbulent Prandtl/Schmidt number for particles 
is largely a function of an inertial parameter which can be taken as the 
ratio of a characteristic particle relaxation time (based on Stokes drag) 

Tp = pfD2/18~ (31) 

and the Lagrangian integral time scale of the turbulence. 91,92 When the 
inertial parameter is small, the Prandtl/Schmidt number equals the value for 
turbulent mass transfer of gases. Existing information indicates that the 
turbulent Prandtl/Schmidt number decreases for increasing ~alues of the in- 
ertial parameter, at least over the range where measurements have been 
made. 91,92 This implies that turbulent diffusion increases with particle 
size. However, since large particles have greater sllp velocities, turbulent 
diffusion is still most important for small particles. 

Crowe and Pratt 9S suggest some alternative treatments of particle diffu- 
sion, based directly on local values of k and e. However, these methods have 
not been developed to a significant degree as yet. 

In TPF calculations conducted to date, drops respond relatively slowly 
to the mean motion and to a lesser degree to turbulent fluctuations, until 
nearly the end of their lifetime. Since the bulk of their mass has been 
transferred to the gas by this time, turbulent drop motion does not appear 
to be a primary means of transporting fuel within a spray. On this basis, 
most spray models which consider sllp have ignored turbulent drop diffu- 
sion. l,2,71-76 

If the largest drops in a spray are relatively uninfluenced by turbulent 
diffusion, the possibility remains that the turbulence will modify the trans- 
port rates from the values obtained from single drop correlations (which were 
generally obtained under conditions where ambient turbulence levels are 
negligible). 77 All current TPF models ignore this effect. 71-76 A justifica- 
tion for this approach can be obtained by comparing turbulent microscales, 
which may be considered as a measure of the average dimension of the smallest 
turbulent eddies 9~,9s with the drop size. In cases where the drop sizes are 
smaller than the microscales, it can be concluded that the direct effect of 
turbulence on drop transport is negligible. 
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A variety of microscales can be defined for combustors fueled with 
sprays. Aside from droplet wakes, which should introduce only a small effect 
when the spray is dilute, the smallest scales are generated by the spray jet 
itself. Microscales have been measured in the fully developed portions of 
single-phase jets.57,94, 95 The transverse scales are smaller than the lon~i- 

tudinal scales, and these are smallest along the axis of the jet, yielding ~7 

% 4 X 10-3x (32) 
g 

Introducing drop diameter in Eq. (32), yields 

%g/D % 4 X 10-3(x/d)(d/D) (33) 

For well atomized conditions, the ratio of d/D is smaliest for constant area 
injectors with no swirl, falling in the range i0-i00 for the largest drops in 
a spray. Under these conditions, %g/D is of order unity when x/d is in the 
range 2.5-25. This range corresponds to the low void fraction region of the 
flow where most of the other assumptions of current TPF models break down as 
well. The previous estimate is somewhat conservative, since the effect of 
ambient turbulence is less at low drop Reynolds numbers, 77 and the character- 
istic dimension of the flow field around a drop is smaller than the drop 
diameter at large Reynolds numbers. In view of the current state of TPF 
model development, neglecting turbulent enhancement of drop transport rates 
is reasonable. 

A more significant effect of turbulence on drop transport rates involves 

fluctuations at each point in the flow, which influences the instantaneous 
ambient environment of a drop. Current TPF models neglect this effect and 
base drop transport characteristics on mean properties. 67-76 This is adequate 
if transport properties vary either linearly or slowly with the relevant 
fluctuating parameters, (e.g., velocity and mixture fraction, or if the 
intensity of the fluctuations is small). The results of Fig. 9 suggest that 
the former requirement is marginal, particularly if envelope flames are not 
present, (if we ignore convection and assume that the drop instantly reaches 
a steady evaporation condition for the current ambientstate). Furthermore, 
turbulent fluctuations are certainly not small near the edge of a jet. A 
full treatment of the effect of fluctuations for a spray requires considera- 
tion of the transient response of the drops$ and the turbulent structure of 
the flow. Although this is an interesting problem, the author is not aware 

of any definitive studies along these lines. In view of the uncertainties in 
drop transport characteristics discussed earlier and the fact that including 
the effect of fluctuations would significantly complicate the models, the 
current methods appear to be reasonable. 

In addition to ignoring drop collisions via the dilute spray approxima- 
tion, current TPF models also ignore drop shattering.l,2, 67-76 This effect 
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has been treated in one-dlmensional models of liquid rocket engine combustion, 
and including it presents only minor difficulties.12, 96 However, in view of 
the limited availability of data on injector characteristics, it seems pre- 
mature to include the phenomena in current models. 

With these assumptions, Eqs. (14) - (28) describe the transport character- 
istics of the liquid phase. Formal treatment involves solution of the spray 
equation. 97 This provides the spatial variation of the joint probability 
distribution function for droplet size, temperature, composition and velocity 
components, given appropriate initial and/or boundary conditions. In cases 
where a simplified analysis is conducted for the liquid phase (no slip or 
steady evaporation constant, etc.), the spray equation provides a convenient 
formulation. For more complex cases, this is frequently not done. Rather, 
the initial joint probability distribution is divided into a finite number 
of groups (by size, velocity components, initial position, etc.). Each group 
is then tracked through the flow field by solving their Lagrangian equations 
of motion. The numerical computations can be simplified by integrating the 
equations once, assuming fixed ambient conditions over a small spatial incre- 
ment, prior to including them in the computer calculation. 73-y5 

Gas Phase Conservation Equations 
m 

Most of the current TPF models employ the k-~ turbulence model, with 
Reynolds averaging, and ignore density fluctuation terms. The model of Jones 
and Prldden ?0 is an exception. They consider density fluctuations through 
the use of Favre averages. As noted earlier, the equations to be solved are 
similar in both cases. ~ne author is not aware of any studies indicating a 
clear advantage for either approach for spray calculations at this time. 

Consistant with the dilute spray approximation, the presence of drops in 
the flow is assumed not to influence the properties of the turbulence, (i.e., 
turbulence production and dissipation by drops is ignored). Existing measure- 
ments in turbulent two-phase jets are limited to very high void fractions 
(greater than 99.9%) and under these conditions, no significant effects of 
particles have been found.2?,29 (The hot wire measurements of Hetsroni and 
Sokalov 59 are an apparent exception; however, these measurements appear to be 
erroneous due to drop impacts on the hot wire sensor. 27) 

Under these assumptions, the conservation equations for the gas phase 
are similar to those described earlier for the LHF model, (e.g., Eqs. (1) - 
(10~ for an axisymmetric flow where the boundary layer assumptions apply. 
The major difference is the appearance of source terms, due to mass, momentum 
and energy transport between th~ phases. The source terms are generally ob- 
tained by summing over all drop groups. Original references should be 
consulted for details. 1,2,67-76 

If the effects of envelope and wake flames are neglected, treating the 
reaction process also parallels the methods developed for gas flames, as 
discussed for the LHF models. However, the use of the statistical probability 

density function procedure, coupled with an equilibrium gas phase approxima- 
tion, implies assumptions in addition to those acquired for LHF (except in 
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those cases where slip is ignored). In order for the gas phase to be fully 
specified by a single parameter (e.g., gas phase mixture fracti0n), only 
liquid can be injected and the sensible energy absorption by the drops must 
be small. 

The treatment of radiation and pollutant production in TPF models also 
follows the procedures developed for gases, similar to LHF models. The 
effect of absorption and scattering by drops is ignored, and mean properties 
are used in the transport equations for radiation and the chemical reaction 
terms for pollutant production. The validity of these approximations is 
questionable in any flow, due to the highly nonlinear characteristics of the 
terms. 

Solution 

Crowe, et al, 73 describe a solution procedure (PSI-Cell) which is suit- 
able for two-phase elliptic flows. An iterative method is used where the 
Eulerian equations are solved for the gas flow. These gas properties are 
then used to solve the Lagrangian equations of motion for the drops. Each 
class of drops is tracked through the flow field, allowing the source term in 
the gas conservation equations to be evaluated. The gas phase equations are 
then solved again, including these source terms, etc. The procedure con- 
tinues until the solution closes with desired accuracy. 

Spalding has also developed a general purpose program capable of solving 
the turbulent TPF equations. 98 

Model Validation 

Table 3 is a summary of recent TPF models that have been reported. The 
list is limited to recent calculations for sprays, considering at least twc- 
dimensional flow, and employing finite difference calculations of the flow 
field. In view of the complexity of the calculations, current activity in 
developing TPF models is surprisingly high. Undoubtedly, additional models 
will be reported in the near future. 

Model development, however, has far outstripped systematic efforts at 
model validation. Where predictions have been compared with experiments, 
injector characteristics have not been defined adequately for a TPF model 
and measurements within the flow have been limited. The models are very 
complex, involving numerous assumptions and empirical parameters. Convincing 
validation will require careful testing of the component parts using the 
results of simpler, well-defined experiments prior to an overall test with a 
combusting spray. This type of validation is beginning to appear for the LHF 
models. The demands of the measurements are greater for TPF models, however, 
the technology for making these measurements is available, at least in the 
dilute spray regions of the flow.10,13,80, 88 With models and experimental 
techniques in hand, improved validation of TPF models should also appear in 
the near future. 
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Keeping the above limitations in mind, several of the models have been 
compared with experiments.l,2,71, 72,76 Mellor 13 discusses the results for 
the models of Anasoulis, et al. 71 and Gibellng, et al. 72 In both cases, the 
complex flow within a gas turbine was considered. Predictions of mean 
temperature distributions and NO were very poor. 

Abou Ellall and Khali176 consider the cylindrical oil-fired furnace ex- 
periments of Khalil, et el. 99 The experiment involves a kerosene spray 
(maximum drop number density 40-50 ~m, l.lmmnozzle diameter) in a swirling 
air flow. For the case illustrated, the swirl number was 0.721, yielding a 
recirculatlon flow. The comparison between predicted and measured profiles 
of axial and tangential velocities is reasonably good. Maximum discrepancies 
of mean temperature are less than 150 K. 

Mongia and coworkersl, 2 have only considered limited comparisons between 
predictions and measurements. This work has been confined to complex gas 
turbine geometries and are good examples of the potential of TPF calculations. 
It was found that model parameters could be adjusted to give reasonable pre- 
dictions of CO, HC and combustion efficiency. While the authors consider 
their model to be a useful design tool~ they don't characterize it as an 
accurate, a priori, predictive method. ~,2 The state of development of the 
other models listed in Table 3 is certainly no better. 

CONCLUSIONS 

i. Several studies have been completed to evaluate the LHF approximation for 
modeling sprays. The advantages of this method are that predictions are 
qualitatively correct, necessary injector specifications are minimal and 
the computations are no more difficult than those required for a gaseous 
combustion process. However, it appears that sllp is important for most 
practical combustlng sprays, and the LHF models generally overestimate 
the rate of development of the flow. 

2. Methods are available for predicting heat-up, evaporation or combustion, 
and trajectories of multicomponent drops. For best results, calculations 
should be calibrated with single drop experimental results, since property 
selection is uncertain. The need for calibration could be reduced if a 
comprehensive method for predicting drop heat and mass transfer rates and 
drag (including property selection rules) were Heveloped. Several aspects 
of treating drop transport in turbulent combusting flows are in need of 
further investigation. This includes: the effect of turbulent fluctua- 
tions on transport rates, (i.e., the appropriateness of the use of mean 
ambient properties; the enhancement of transport rates by small scale 
turbulence; improved criteria for ignition, envelope flames and wake 
flames; and methods for treating turbulent drop diffusion. The experi- 
mental apparatus developed by Sanglovannl and coworkers, 100-102 where 
drops are propelled through a combusting gas field, could provide one 
approach for examining these questions. 

3. The general framework for practical TPF models of three-dimensional spray 
combustion processes now exists. Several models of this type have 
already been reported, including instances where they have aided the 
development of gas turbine combustors. Systematic validation of these 
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models, however, is still needed. Current models are more correlation 
schemes rather than reliable prediction tools. The technology for complet- 
ing the necessary measurements is currently available, at least for 
dilute sprays. Many of the weaknesses in current models will benefit 
from ongoing work in turbulent gas flames. However, special problems due 
to the presence of drops must also be considered, including: dense spray 
effects; turbulence generation and dissipation by drops; convenient methods 
for measuring injector characteristics; and a comprehensive method for 
injector specification matched to the needs of TPF models which consider 
slip. 
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Comments and Replies on 

"Spray Evaporation and Combustion Models: 

by G. Faeth 

A Review" 

A. Varma: 

G. Faeth: 

P. Sforza: 

G. Faeth: 

X. Reed: 

G. Faeth: 

Are the equations used the constant density equations? 
If that is the case, I don't understand why these 
equations should work for variable density flows. 

Denslty is treated as a variable in Eqs. (i) - (8), 
however, many of the density fluctuation terms in 
the transport equations have been dropped, similar to 
the single phase flow model of Lockwood and coworkers 
(See refs. 21, 22). Similar to Refs. 21 and 22, 
modeling variable density flows in this manner was 
reasonably successful, although the values for the 
"Universal" constants were different for constant 
and variable density flows. This is not very 
desirable. The use of Favre averaging in an alternative 
procedure that might elimlnate this difficulty, hut 
this remains to be shown. 

What do you use for the initial conditions in the 
calculations illustrated in Figures 3-6? 

Measurements of initial conditions across the exit 
plane of the jet are not available for any of the 
flows illustrated. We assume that the flow is 
equivalent to fully developed pipe flow at the jet 
exit. 

Could you clarify the computation of drop life 
histories? Since drops will certainly be fluctuating 
along their trajectories, they don't see the mean 
field. Do you average the drop trajectories as well 
as the flow field through which they pass? I don't 
understand quite how that is supposed to represent 
the proper average heat and mass transfer of a drop 
in the flow. 

The calculations illustrated in Fig. 7 involve the 
determination of ballistic trajectory of a drop, 
ignoring turbulent diffusion. The local environment 
of a drop is specified by mean properties. Therefore, 
the calculations ignore effect of turbulent fluctua- 
tions on transport rates. This approach is typical 
of spray models in use at this time, c.f. Table 3. 
The effects you mention are discussed in the paper. 
The present approach appears to be a reasonable first 
approximation, capable of yielding agreement with ex- 
periment in view of uncertainties in physical and flow 
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A. Varma: 

G. Faeth: 

M. Finson: 

G. Faeth: 

properties. Further study of the effects of diffusion 
and turbulent fluctuations on drop llfe history 
calculations would be desirable, however. 

The relaxation time for a ten micron drop comes out 
to be a very small number. Why does it take so long 
for the ten micron drop to follow the gas in Fig. 7? 

For single phase jets, the rate of change of gas 

velocity with axial distance is proportional to uo/d. 

Sprays at least qualitatively follow this behavior, 
c.f. Fig. 5. For a spray injector, however, d is 
relatively small (1.19 mm for the results shown in 
Fig. 7), yielding high rates of deceleration. In this 
environment, the small relaxation time of a ten micron 
drop is simply not small enough. From this observa- 
tion, one is led to the general conclusion that 
practical sprays are almost always influenced by slip 
effects, due to their relatively small injector 
diameters. 

Isn't the scaling parameter for this behavior 0 fD~d? 
If this number is greater than a number on the order 
of unity, then you know you're going to have an im- 
portant slip effect, and the same essential result 
applies to heat transfer, too. You have to do the 
same thing in reverse to design tracer particles for 
the LDA. 

The parameter you suggest does provide a rough guide 
to slip effects for relatively simp].e flow configura- 
tions. As an example, consider the case illustrated 
in Fig. 7. Appropriate data involves pf = ].500 kg/m 3, 
p = 1 kg/m 3, d = 1190 ~m, yielding a value of the 
parameter on the order of unity for a 1 Bm drop, and a 
proportionally higher value for larger drops. From 
Fig. 7, it is evident that drops smaller than 1 ~m have 
little slip, while 10 um drops clearly do slip, in 
accord with the criteria that you mention. This rule 
would be less effective for the spray data in Fig. 2, 
however, where, the parameter is much less than unity 
at high pressures for the SMD drop size, and yet the 
LHF model is st~ll not satisfactory. While this 
particular criteria does not provide an effective 
measure of heat and mass transfer effects, similar, 
relatively simple rules can be found, as discussed in 
the paper. The difficulty with simple measures of this 
type is that properties vary widely in sprays, intro- 
ducing uncertainty in the application of a rule. A 

particular relaxation time or length also only has 
relevance in comparison to the length of the spray 
process itself. In view of this, a more reliable 
approach for estimating the need for a slip model is 
the one illustrated in the paper. Namely, to compute 
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P. Sforza: 

G. Faeth: 

P. Sforza: 

G. Faeth: 

P. Ponzi: 

G. Faeth: 

a first estimate of the flow using the locally homoge- 
neous flow approximation, and then compute drop life 
histories in the flow in order to determine the impor- 
tance of slip and loss of thermodynamic equilibrium. 

Since you've done such a nice job of drawing together 
all the different problems which exist with models, 

perhaps you could mention, briefly, what problems you 

see in terms of experiments and what experiments should 

be done. 

I think the technology exists for doing the experiments 
needed to evaluate the models, except in the low void 
fraction region (void fractions less than 90-95%) near 
the ~njector. The LDA provides capabilities for 
measuring gas velocities and turbulence quantities; 
there are a number of optical techniques available 
for sizing drops and measuring their velocities. 
Sampling and probes are usually required for composition 

and temperature measurements in a spray, which presents 

difficulties, but these problems bare been solved in 
the past. 

I would advocate well-defined, two-dimensional con- 
figurations for model evaluation, as opposed to the 
complex flow fields of typical combustion chambers. 
In this way, both the measurements and calculations 
can be simplified, providing a more convincing 
comparison. 

Has there been any application of Raman spectroscopy 
of concentration measurements in sprays? 

I am not aware of any studies using Raman spectroscopy 
in sprays. 

Is drop coalescence of any concern? 

It undoubtedly is an important factor in the low void 
fraction, dense spray region. There has been little 
work in this area, and I am not aware of any quanti- 
tative information on the effect for sprays. A major 
problem is the difficulty df making measurements in the 
dense spray region. 
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CARBON FORMATION IN FLAMES: AN OVERVIEW 

Howard B. Palmer 

This discussion includes a brief summary of some experimental facts 
about soot and about sooting in combustion systems; comments on mechanisms 
of carbon formation; and a review of some experiments that seem especially 
interesting. For a more extensive background than that provided here, I 
recommend the chapter on carbon in the book by Gaydon and Wolfhard (i) 
and the reviews by Palmer and Cullis (2), Homann (3), Lahaye and Prado (4) 
and Wagner (5). The last two are very recent, are quite different, and are 
excellent. The tables and figures in these reviews and in that of Homann are 
especially valuable. 

Characteristics of Soot 

In fuel-rich flames, ~.e. when oxygen is deficient, the burning of hydro- 
carbons becomes very complicated. Because of the huge number of possible 
species, there may even be a problem an deciding what the final equilibrium 
products should be, quite apart from questions of intermediates and the 
details of the combustion mechanism. Concentrations of hydrocarbon radicals, 
H atoms, and II 2 all become significant. Broadly speaking, one can say that 
thermal cracking reactions play an important role, modified by the presence 
of oxygen, 0 and H atoms, and OH radicals. Radical combination and addition 
reactions lead to formation of higher hydrocarbons. Attainment of chemical 
equilibrium becomes very sluggish. If there is a sufficiently great excess 
of fuel, very large polymeric molecules may be formed, which in the extreme 
range of molecular weights may (withsome liberty) be called carbon. The 
carbon, or soot, will not be expected to be entirely free of oxygen or 
hydrogen. Its chemical composition will be a function of parameters such as 
the fuel type, the composition and temperature history of the combusting 
mixture, and the residence time of the soot at high temperature, before 
cooling. 

"Mature" soot or carbon black usually contains roughly 99 per cent C 
and 1 per cent H by weight, with very little oxygen. Thus its atomic 
composition as on the order of CsH or CIoH. If one thinks of a soot "molecule" 
as a system of fused 6-membered rings with H atoms around the periphery, 
then it requires of the order of 200 fused rings to make a soot molecule. 
However, this model of soot is probably useful only in a very crude way. 

Soot typically contains spherical particles that may be arranged in 
clumps or strings. Their diameters are i00 to 500 Angstroms, normally. In 
heavily sooting flames, particle diameters may range up to 2000 A or more. 
One can easily calculate that soot particles contain from about 105 to 107 
carbon atoms. Electron microscopy shows (6) that within the particles, these 
atoms are contained within graphite-like layer planes, but they are not 
stacked in an orderly array. Rather, they are concentric, llke the structure 

of an onion, and the layer planes are replete with breaks and non-parallel 
alignments. The particles have low porosity. 
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The small particle size of soot guarantees that in virtually all soot- 
containing systems the particle temperature will be very close to the gas 
temperature. 

Hot particles in flames will radiate energy (and also absorb it and 
scatter it). Radiation from sooting flames has been studied somewhat, but 
it is difficult to generalize the results. In principle, the optical 
properties of a dispersion of particles can be calculated from the theory 
of light scattering. Foster (7) has carried out some calculations by making 
use of the fact that soot particles are normally much smaller than the wave 

length of visible or infrared light. 

The emissivity of a cloud of particles is approximately given by: 

cA = i - exp(-KAcL) 

where ~ = emissivity at wave length 

KA = attenuation coefficient of soot 

c = concentration of soot 

L = thickness of cloud 

The attenuation coefficient, KI, is a function of particle size (and of %). 
To calculate it, one must know'the complex refractive index of the 
particles. Dalzell and Saroflm (8) found that a value of the refractive 
index~ n = 1.57-0.56i, held adequately for soot. However, the value is 
dependent upon the C/H ratio of the soot. For practical purposes an 
empirical correlation with the soot C/H ratio may be possible. Studies at 
the International Flame Research Foundation suggest that it may in turn be 

possible to empirically connect the C/H ratio with combustion conditions. 

Work on practical flames directed to this end seems to be needed. 

In the work of Foster, limited data available from tSe literature were 
used to calculate ~ as a function of particle size and wave length. Only 
a single experimental point was available for comparison, referring to a 
soot having particle size = 500 A, ~ = 6500 A. The point agreed well with 
the calculations. For some rough calculations, ~ is sometimes approximated 
by K~ = B/~ n, where B and n are constants. The~ork of Foster shows that 
this approximation should be used with caution. More recent work on cal- 
culating K% has been carried out by Keeton (9). 

Parameters Affectln~ Sootin~ 

(a) Composition of the combusting_mixture. 

In hydrocarbon-air (or oxygen) flames, solid carbon can exist at 
equilibrium when O/C atomic ratio in the mixture is equal to or less than 
approximately 1.0. However, carbon formation usually occurs well to the 
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fuel-lean side of O/C = 1.0. Because, once formed, carbon is removed only 
slowly by oxidation dr gasification, the system may not equilibrate and soot 
may escape. For example, in a very rich, sooting premixed flame of C2H 4 and 
air, the flame remains sooty as air is added, all the way up to 0/C = 1.45. 
With CH%-air, the critical 0/C ratio is a surprising 2.16. These numbers 
imply that a lot of the oxygen is tied up in C02 and H20 at the sooting limit 
and the system composition is far from equilibrium. Experiments confirm 

this condition. Thus we see immediately that soot formation must be 

controlled by kinetic features, not by equilibrium considerations. 

(b) Molecular Structure. There are some differences in the effects of 
molecular structure of the fuel, depending upon whether the flame is premixed 
or is of the dlffusional type. 

(1) Diffusion flames. Measurements of heights-to-soot in laminar 
diffusion flames give an order of increasing tendency to soot as follows: 
paraffins < diolefins < benzenes < naphthalenes. Increasing paraffinlc 
content tends to decrease the soot-forming tendency. In general, the C/H 
ratio of the fuel seems to control matters. Flame luminosity can also be 

used as a measure of sooting tendency~ but it is complicated by the effects 

of temperature and the competition between oxidation and carbon formation. 

(ii) Premixed flames. We have noted that carbon formation can be under- 
stood only as a kinetic problem, and not as an equilibrium one. There is 
some evidence that it boils down to a competition between the kinds of 
reactions that lead to carbon in purely pyrolytic (no oxygen) systems and 
the oxidation (mainly by OH radicals) of the intermediates that otherwise 
tend to form carbon. It follows as a truism that in any combustion system 
that is not premixed, flow and mixing patterns will be crucial in determining 
the sooting tendency. Interestingly, it has also been found that in premixed 
systems, backmixing can appreciably influence soot formation, as noted by 

Wright (10) and Blazowski (ii). The effect is to somewhat reduce the sooting 

tendency. These studies are very important for high-intensity combustors. 

There are some correlations between carbon-forming tendencies and fuel 
structure in laminar premlxed flames, as shown by Street and Thomas (12). 
Straight-chain paraffins have a slightly greater carbon'formation tendency 
than do branched-chaln paraffins of the same molecular weight. A surprise 
is to find that oleflns and acetylene apparently have less tendency to form 
soot than do the paraffins. Aromatics are stongly sooting, especially those 
of large molecular weight. 

P. H. Daniels (13) showed that it is possible to find some quite 
systematic relations among different types of fuels, if the data of Street 
and Thomas are treated suitably. For example, for the data it is possible 
to calculate the number of oxygen atoms per molecule of hydrocarbon in a 

barely non-sooting gaseous fuel-air mixture. Daniels called this the "0ASC" 

(oxygen atoms to suppress carbon). The 0ASC behaves systematically. It is 
a linear function of the number of carbon atoms in the molecule. One can 

convert the 0ASC to a critical ratio of carbon atoms to oxygen atoms. This 
(C/O __) ~s approximately constant for a particular homologous series: e.g. it 
for ~e paraffin hydrocarbons from ethane to octane, (C/O)crit = 0.46. 
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Correlations of this sort are interesting and useful but rarely provide 
insight into fundamental chemical phenomena. Looking for conditions in the 
burning gases at a critical sooting limit might be more revealing. Fenimore, 
Jones, and Moore (14) examined the stable products withdrawn from flames of a 
wide variety of hydrocarbons with oxygen. At the sooting limit, they found a 
correlation among the concentrations of four simple molecules, expressed as 

(pressure in cm. Hg): 

R m 0.6 = (2Pc2H 2 + PCH4)(PH2)I/2/PH20 

They further noted that if, as expected, equilibria are attained among the 
species H, H2, OH, and H20 , (i.e. H + ~20 ~ H 2 + OH) the correlation implies: 

R = 0.6 = (2Pc2H 2 + PCH4)/PoH 

which is of interest as perhaps expressing a competitive relationship 

between the carbon-forming species, CH~ and C2H 2, and the oxidizing species, 

OH. This begins to approach the fundamental chemistry of sooting (rather 
than simple correlations), and is a subject to which we return later. 

(c) Influence of pressure. Qualitatively, changes in pressure have the same 
effects upon carbon formation in both diffusion flames and premixed flames. 
Lowering of pressure decreases sooting and raising of pressure increases it. 
This is shown clearly in the experiments of Macfarlane, Holderness, and 
Whitcher (15). The study of Fenimore, Jones, and Moore (14) further showed 
that as pressure rises, one needs a greater oxygen/carbon ratio to suppress 
sooting. These features are not well understood, nor are the effects of 

combustion system pressure upon characteristics of soot. 

In diffusion flames one can imagine that an increase in pressure 

enhances the rates of cracking or polymerization reactions and slows inter- 
diffusion of fuel and oxidant. The situation in premixed flames is more 
subtle. Homann (3) suggests that at higher pressures, species such as H, 
OH, and 0 recombine into relatively inactive molecules more rapidly, and 
present less competition to carbon-forming reactions. 

(d) Influence of t___emperature. The effect of temperature depends upon the 
mixture composition. Near the sooting limit, an increase in temperature 
reduces the tendency to soot, as Millikan (16) has shown. He has further 
shown that (for ethylene-alr flames) there is a linear relationship between 

burned gas temperature and the critical (C/0) ratio in the reactant mixture. 

The ratio goes up as the temperature increases. 

On the other hand, when the system is ye_~_y_ fuel-rich, an increase in 
temperature may dramatically increase the extent of carbon formation. This 
was shown by Macfarlane et al (15), who substituted "argon-air" for normal 
air in fuel-air mixtures, thus increasing the flame temperature substantially, 
without changing the input fuel-oxygen ratio. The qualitative explanation of 
this observation is undoubtedly the influence of temperature on the rates of 
cracking and polymerization-type reactions, occurring with little competition 
from oxidation or gasification reactions. The explanation of Milliken's 
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observation is more subtle. He offered an interpretation based upon the 
hypothesis (mentioned previously) of competition between soot-produclng 
pyrolytic reactions and soot-preventlng reactions, particularly oxidation 
by OH radicals. More recent studies (17-19) have lent support to the 
importance of OH in soot consumption or in the prevention of soot formation. 

(e) Influence of diluents and additives. Here there are some similarities 
and also some differences between diffusion flames and premixed flames 

of hydrocarbons such as CH 4. However, in general one can say that relatively 
few non-metallic additives seem to have prounounced effects on sooting. A 
few observations reported in the literature are summarized below: 

Diluent or additive 

Diffusion flame 

H20 vapor ....... 

S02 decrease 

S03 decrease 

H 2 decrease 

Halogens increase 

Organic halides increase 

NO, NO2 ........ 

H2S ........ 

Amyl nitrate ........ 

Effect 

Premlxed flame 

decrease 

slight decrease 

strong increase 

slight decrease 

increase 

increase 

slight decrease 

slight decrease 

increase 

The most striking feature of this tabulation is the extraordinary 
effect of SO 3 in premlxed flames. The effect presumably has its root in some 
enhancement by SO 3 of chain reaction steps that are of importance in carbon 
formation, or else in inhibition of oxidation. SO S does possess the 
capability of reacting with H- and 0-, but the former would produce OH- and 
the latter 02, so the inhibition should not be strong. It is more probable 
that the effect of S03 at high temperatures is analogous to the accelerating 
effect of small amounts of 0. in low-temperature cracking of hydrocarbons; 

~.e.j S03 may help to start chains by reactions such as S03 + RH+ R. + OH + 

S02. 

Metallic additives have received much more attention, especially within 
the past decase, and a large number of metals have been examined. Recent 
~esearch includes the excellent work of Cotton et al (20), in which 40 
metals were studied, the work of Addecott and Nutt [as discussed by Miller 
(21)~, and the very interesting work of Feugler (17) on alkali and alkaline- 
earth metals. Many metals are found to be effective, but the order in which 
they are ranked differs in the first two studies cited. A detailed 
mechanism for the function of alkaline earths (Ba, Sr, Ca) and molybdenum 
based on catalysis of radical production is proposed by Cotton et G~. Addecott 
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and Nutt offer a possible alternative based on c__har____ge exchange between flame 
ions and metal atoms. The potential for productive work on this subject 
seems very large, and although a fair amount of research has been done [for 
a brief review see Salooja (22)], it is somewhat surprising that there has 
not been more. One of the most useful studies has been reported by 
Friswell (22a). He studied the soot reduction in a kerosene-fired simulated 
gas turbine combustor using the additives barium, manganese, and iron. 

Barium and manganese were studied as a function of concentration for three 

air-fuel ratios. Further support for the radical-production mechanism for 

soot suppression by Ba was found in the observation that Ba addition in- 
creases the rate of formation of NO at the same time that it inhibits 
sooting. Manganese and iron, in contrast appear to operate by being in- 
corporated into soot particles (Fenimore and Jones (23)) and catalyzing 
soot burnout. Friswell found that the efficiency of Ba is approximately 
independent of the overall air-fuel ratio in his simulated gas turbine, 
whereas Mn and Fe function better as the exhaust temperature rises (~.e., as 
the air-fuel ratio moves toward stoichlometric). 

(f) Effects of electric fields. It is possible to control sooting in flames 

to an extraordinary degree - either enhancing it or suppressing it - by 

suitable application of electric fields. Payne and Weinberg (24) first 
showed that electric fields could have a pronounced effect on carbon 

formation with respect to its onset, the rate of growth and the character 
of the carbon formed. [In fact electric fields can be used to control a 
whole suite of combustion phenomena from burning of sprays and particles to 
growth of inorganic oxides (25, 26)]. Place and Weinberg (27) established 
beyond reasonable doubt that positive ions in flames can act as nuclei for 
carbon formation. The ions do not even have to be organic in nature (e.g. 
Cs ions also cause nucleation). Their findings are supported by experiments 

of W. J. Miller (28). 

The effects of electric fields imposed on counterflow diffusion flames 

(29) indicate that all carbon particles are charged and that each carries 

only a single charge. The study also shows that carbon growth occurs both 

on neutral and on charged species, ~.e. some particles acquire a charge 
after substantial growth has occurred. In new work on rich premixed flames, 
Wersborg, et a~(30) report that 13 to 40% of the soot particles are charged 
and that the charged particles carry one or two charges in most cases. 
These results and those of Weinberg seem to be in essential agreement. 

Although the ability to control soot growth by manipulation of fields 
has been demonstrated, there seems not to have been a practical application 
yet in the control of soot in high-output combustors such as engines or 
furnaces. Perhaps there are proprietary developments in this area of which 

I am not aware. 

The Mechanism of Soot Formation 

Many diagrams have appeared from time to time in the literature, 
showing ideas about the chemical transformations that occur during the 
course of converting a hydrocarbon into more or less pure carbon. For 
purposes of the present discussion, it is useful to employ a scheme that 
is broadly divided into stages in time, rather than into stages in chemical 
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characteristics. The objective of such a presentation is to underscore the 
importance of kinetics as well as mechanism. There are no rigorous boundaries 
between the regions of time in the diagram; rather, it should be construed 
as somewhat analogous to a collection of elementary reaction steps that, 
taken together, constitute the kinetic description of a complex reaction. 
The extent to which the various steps may be separated depends strongly 
upon the conditions of the reaction. To illustrate the point, we might 
recall that for some purposes it is convenient and not totally unrealistic 
to think of a premixed flame of a hydrocarbon with oxygen as consisting of 
three stages: in the first stage, hydrocarbon is oxidized to a mixture of 
carbon monoxide and water, and with some hydrogen and free radicals remaining; 
in the second stage, carbon monoxide and the residual hydrogen are oxidized 
to carbon dioxide and water; and finally, in the third stage, the excess 
concentrations of free radicals are reduced to their equilibrium values by 
recombination reactions. One knows that these are not sharply defined stages, 

and one also knows that by modifying the conditions--concentrations, pressures, 
and temperatures--the boundaries among t~e stages can be modified or perhaps 
even completely obliterated. One also knows that all of the processes are 

occurring all of the time; thus, even in the earliest stages of the flame, 
some radical recombination is occurring. 

With these reservations and clarifications in mind, let us examine a 
possible time sequence for the formation of carbon from a combusting hydro- 

It might be divided into four stages as follows: carbon. 

Stage I. 

Stage II. 

Gaseous decomposition 1 
Condensation reactions 

Polymerization 

Formation of polynuclear 
aromatics, polyacetylene~ 
and related species 
Nucleation 
Ionization 

oxidation Removal ) 

w a l l  D e p o s i t i o n  

oxidation Removal ) 

wall ~ Deposition 

Stage III. 

Stage IV. 

Growth of nuclei n] 
Decomposition of gases o 
particle surfaces 
Ionization 
Charge exchange wall 

I~ 
gglomeration . ] 
uring of partlcles 

Casting-off of residual 
species Mall 

oxidation Removal 

oxidation 

Deposition 

Removal 

Deposition 

The scheme indicates the possibility that deposits on surfaces may be 
formed at any stage of the process. The character of the surface deposit 
will depend upon the competition between the diffusion of the various species 
to the wall and the kinetics of processes that lead ultimately to a well- 
cured soot. The scheme also includes the possibility of interruption or 
cessation by oxidation processes, e.g. by OH attack. 
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The several stages in soot formation are discussed in the reviews cited 
earlier and, because of their complexities, will not be outlined here in any 
detail. The review of Lahaye and Prado (4) gives particularly thorough 
consideration to the stages in soot formation. Here I offer only some 

general remarks. 

Stase I. The kinetics of decomposition of many small gaseous 
molecules are reasonably well understood. However, hydrocarbons have been 

rather difficult to study becasue of the complexities of their decomposition 
mechanisms. Aromatic molecules are, unfortunately, in especially poor shape. 
The general features are known for a!iphatics and aromatics: aliphatics 
tend to crack to smaller, unsaturated species that can then undergo poly- 
merization; aromatics tend to condense to multi-ring systems unless the 
temperature is very high, in which case they undergo ring rupture and form 
smaller molecules such as acetylene. 

Stage II. Condensation reactions of aromatics are in general faster 
than cracking and polymerization. Thus formation of nuclei from aromatics 
is fast and they tend to be heavy soot-formers; aliphatics are slower. The 
brilliant researches of Homann, Wagner, and others at GSttingen (31) have 
shown that allphatics form polyacetylenic species in the early stages of 
soot formation and that these undergo further addition and condensation 
reactions that produce nuclei having a free radical character. These can 
then grow by addition reactions. 

It is known that ions also can act as nuclei, and that ions are 
created very early in flames. Recent studies of this route to carbon formation 
have been most actively pursued by J. B. Howard's group at M.I.T. (32). 

Lahaye and Prado (33) support the view that nucleation generally 
occurs by vapor condensation of large hydrocarbon molecules to form droplets, 
which then grow by both chemical and physical processes. They eventually 
carbonize to form solid spherical particles. 

The problem of identifying the nuclei and the nucleation process 
is important because if it can be dramatically influenced, the whole pattern 
of sooting behavior can be altered. 

Stages III and IV. The early particle growth to diameters of the 
order of iOO Angstroms seems to be rapid. This growth apparently occurs 
largely by addition reactions similar to those in earlier stages. Beyond 
that point, however, the addition reactions play a lesser role and the 
bulk of the later growth takes place by particle-particle collisions. There 

is some decrease in the number of density (concentration) of particles as 
this occurs. 

The growing particles exhibit a normal distribution of sizes about 
the mean. Above i00 Angstroms, the enlargement in average size occurs 
increasingly slowly. It is well known that soot from flames rarely has an 
average particle size in excess of 500 Angstroms. However, in pyrolyzing 
systems where residence times may be very much longer, the slow growth process 
may continue to sizes well in excess of i000 Angstroms. 



115 

Kunugi and Jinno (34) have used the light-scattering technique 
pioneered by Erlckson, Williams, and Hottel (35) to follow the growth of 
carbon particles in sooting flames of paraffinic hydrocarbons. Their 
method was restricted to rather large particles (over i000 Angstroms), but 
they were able to obtain some very interesting results on growth and on the 
number densities in various regions of a diffusion flame. 

Soot growth is so complex a process that in practice one may have 

to seek a correlation relating soot growth to temperature, pressure, and 

fuel concentration, probably with the inclusion of a fuel/oxygen ratio. A 

significant first step in this direction was taken by Datschefski (36), 
using a "controlled mixing history" furnace to study the rate of soot forma- 
tion in very rich propane-air flames and in propane pyrolysis. A semiempirical 
rate expression was found to describe the data adequately. 

The technique was extended to soot formation from methane by 
Narasimhan & Foster (37) who derived a form for the expected rate based upon 
a model in which growth occurred by direct decomposition on particle surfaces. 
The expression was 

de/at = const (Ns)I/3(C)2/3(x/TO'5)exp(-E/RT) 

Where C = soot mass concentration in mg/cm 3, N s = soot ~article concentration 
in cm -3, and x = mole fraction of CH 4. 

Their data fit the expression well when E = 57.6 kcal. More work along 
these lines would undoubtedly be useful, because of the need for global 
kinetic expressions for soot-formation rates, for use in reactor modeling. 

A paper by Fenimore and Jones (38) provides virtually all that is known 
about the ~inetics or mechanism of soot agglomeration in the absence of 

electric fields. Fenimore and Jones argued that if particles can be prevented 

from growing beyond a diameter of about i00 A and can be prevented from 
coagulating, they should ultimately be consumed and not escape as smoke. 
Their reasoning was based on the assumption, supported by previous work (23), 
that soot is oxidized mainly by OH. Its burnout rate could then be compared 
to the rate of oxidation of CO by OH. Information on coagulation rates was 
obtained by observing the conditions under which soot coagulated to suffi- 
ciently large sizes that it escaped from the flame. The well-known effect 
of increasing the pressure (~.e. an increase in smoke) was also accounted 
for by the associated increase in coagulation rates. 

The curing or aging process is a deactivation that is responsible for 
the ultimate cessation of particle growth. It is known that electron 
spin resonance signals of particles decrease in the later portions of sooting 

flames. Clearly, the free radical properties of the particles are disappearing. 

Little can be said about the mechanistic details or the kinetics. Inter- 

estingly, the fraction of charged particles increases in the later stages (30), 
perhaps because larger'particles have a lower work function. 

One of the small puzzles that exists in the phenomenology of sooting is 
why there are residual hydrocarbons that manage to survive the rigors of the 
conditions that produce carbon particles. Some of the species than can be 
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extracted from commercial carbon blacks (39), for example, are relatively 
small molecules that may even be aliphatic in nature. One can only assume 
that in the curing of particles, such species are formed and, when'an exlt 
route is available, thrown off. Some of them stick to the particles long 
enough to survive when the particles are finally cooled and collected. 

Other species associated with the particles are more clearly molcules 
that are intimately involved in the carbon formation process, being in all 
probability formed in competition with some of the species that go on to 
become soot. The species that survive in this way are very stable and un- 
reactive aromatics such as pyrene (39). 

Soot Burnout 

Efforts to understand and predict the rates of soot burnout are 
increasingly successful. The basic point of reference is the work of 

Lee et a/.(40) on the rate of soot combustion in a sooting laminar flame. 

Magnussen (41) has extended the experiments to a turbulent flame and has 

presented a theoretical analysis that bears some resembla~e to the 
qualitative model offered by Dalzell et al. (42). It suggests that the 
kinetic correlation of Lee et aZ. cannot be directly applied to turbulent 
flames. Kito et al. (43) find that the burnout of residual carbon particles 
generated from heavy fuel oil is klnetically different from soot burnout, 
mainly because the residual particles are orders of magnitude larger than soot 
and the rate is controlled by boundary layer diffusion rather than surface 
chemistry. Rosner and Allendorf (44) have reported experimental rates of 
attack of graphite surfaces by 0, 02, OH, and H at a wide range of temperatures. 

An attempt to model the consumption of soot in gas turbines has been 
presented by Radcliffe and Appleton (45). One interesting conclusion in their 

work is that, contrary to the hypothesis of Fenimore and Jones (23), OH is 

probably not the main oxidant of soot. The very high efficiency of reaction 
of 0 atoms with graphite found by Rosner and Allendorf suggests that O atoms 
may be more significant oxidizers of soot than had previously been thought. 
However, recent work by Page and Ares (46) lends strong support to OH as 
the principal oxidizer of soot in flames. 

Exciting work on soot oxidation has been published by Park and 
Appleton (47), who have succeeded in studying the process in shock waves, 
using two types of carbon black. They have covered the temperature and 
pressure (02) ranges, 1700-4000°K and 0.05-13 atm, and have found that a 
semiempirical kinetic expression for the oxidation of pyrographite (48) 
correlates the soot data suprlsingly well. This is consistent with the 

observation noted earlier that graphite layer planes in a soot particle are 
oriented roughly parallel to the particle surface. The data were also compared 
with the results of Lee et al. (40), Fenimore and Jones (23), and Tesner and 
Tsibulevsky (49). The study of Park and Appleton offers real hope for an 
understanding of soot burnout of sufficient quality to permit kinetic modeling 
in practical situations. 
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MODELING PARTICULATE FORMATION FOR THE ANALYSIS OF 

FUEL RICH OPERATION IN PRACTICAL SYSTEMS 

Presented by Raymond B. Edelman, Science Applications, Inc. 

The development of any new reacting flow system or modifications of 
existing systems seems to be plagued by the discovery that a sufficient under- 
standing of the relationship between the process and the controllable design 
variables is not in hand. Current design practice is typically built upon 
experience coupled with a degree of empiricism. Until recently, this approach 
could not be faulted because of its success in dealing with the complex 
mechanisms embodied and coupled within the typical multiphase, turbulent 
reacting flow. Now the requirements have become more exacting and the 
development of new energy conversion processes cannot await nor afford the 
cost of trial and error procedures. What is evident, however, is that in the 
treatment of complex processes, there is the practical need to recognize the 
important parameters and design according to their control of the process. 
The problem is that a particular design procedure will be constrained to 
limited application because it implicitly neglects mechanisms that become 
important when changes in configuration and operating conditions are required. 

Reacting flows involve the mechanisms of convection, conduction, tur- 
bulent transport in the gas phase, ballistic and turbulent transport of 
particulate matter, interphase transport, radiation an@ chemical kinetics 
including pyrolysis, particulate formation and oxidation of the gaseous and 
particulate components. It is clear, without displaying the full contingent 
of describing equations, that the number of parameters, whether expressed in 
terms of characteristic times or dimensionless groups, is large. The 
significance of this is thatextrapolation, or scaling, will generally not 
result in preserving exact similarity. This is the source of problems 
encountered in current design practice. Predictive tools, if available, would 
provide the means to "scale", and if these predictive methods contain the 
correct description of each potentially important mechanism, then any change 
in relative importance of each mechanism would be properly taken into account 
under changes in configuration and operating conditions. Achieving this as 
a goal is dependent upon several factors. The main factor is that of having 
an "adequate" description of each mechanism. The next factor is based upon 
the obvious need for engineering models. Consequently, the development of an 
"adequat4'representation of a given process by characterizing the major 
observables rather than every detail of the process becomes a matter of 
practicality and is necessary in providing near term engineering models. 

This presentation represents a summary of the evidence that engineering 
models for particulate formation can be developed that arc both meaningful 
for design purposes, while also helping to guide detailed, fundamental studies 
as well. Emphasis is on development of models capable of providing insights 
into the behavior and control of particulate formation in practical systems. 
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The types of problems that are encountered as a result of particulate 
formation are shown in Fig. i. 

"FXPERIENCE ON PARTICULTE FORMATION IN COMBUSTION 
SYSTEMS 
"'FUEL I~ANAGEMENT AND DELIVERY SYSTEMS 

""FuEL/OIL HEAT EXCHANGER 
"eeFuEL I~[ETERING CONTROL 

='eFuEL INJECTION NOZZLES 

eeCOMBUSTION CHAMBER t~ALLS, LINERS, ETC. 

FUEL RICH REGIMES 

DROPLET IHPINGEMENT 
"PROBLEHS 

''CLOGGING 

eeFouLING OF CATALTIC SURFACES 
°'HEAT TRANSFER CHARACTERISTICS 

~ENERAL ORSERVATION,~ 
HIGH PRESSURES, ELEVATED TEMPERATURES, AND LONG 

RESIDENCE TIMES CORRELATE DIRECTLY WITH |NCREASED 
PARTICULATE FORMATION 

Fig. i. Problems in 
par ticulate 
formation. 

oeEROSION 

"'ENVIRONMENT 
nVIsIBILITY 

The term "particulates", as used here, represents a variety of possible 
types of condensed materials formed out of the reacting environment generated 
by the interaction of fuel and oxidizer. The spray process of interest here 
is perhaps ~ne of the most general sources of particulate emissions. This 
is summarized in Fig. 2, where liquid is included in the list of particulate 
emissions. The variety of particulates formed out of ~aseous and liquid 
fuels is discussed in several places (Williams, 1976; Hottel, et al., 1955; 
Gaydon and Wolfhard, 1960). The composition of particulates including soot 
and coke (both hard and soft) is not pure carbon. Soot has a nominal CsH 
makeup, while the cokes range form 80 to 90+percent carbon with the remainder 
comprised of H2, 02, S and ash (NACA TR 1300, 1957). Some general observations 
on particulate formation are given in Fig. 3. More has been done on identify- 
ing the atom makeup rather than the structures of the compounds contained in 
the particulate matter, but in some limited cases, aromatic ring structures 
have been identified. While it has been proposed that these compounds can 
suggest the origin of the particulate matter, there is, in fact, no way of 
delineating which of the species may have become part of the already formed 
particuJate through physical or chemical absorption (Jensen, 1974). The 
complexity of particulate formation in terms of the possible paths and inter- 
mediates that may be involved is illustrated in Fig. 4 (Bankston, et al., 
1978). This path diagram incorporates the suggestions of Street and Thomas, 
1955, and Bonne, et al., 1965. Although the structure of the initial fuel 
plays an important role in the particulate formation process, high molecular 
weight cyclic compounds are formed out of low molecular weight straight chain 
paraffins (Homann and Wagner, 1967). 
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ASH . . . .  
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CENOSPHERES ~ "  
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Fig. 2. Spray combustion and 
particulate formation. 

• PARTICULATES ARE FORMED' AS A RESULT OF THE CARBON BUT "[HEIR COMPOSITION 
IS NOT PURE CARBON 

SOOT: ~IOMINAL C811, I1EASUREMENTS INDICATE: 955 C, 1% I] 2 AND q% 0 2 

SOFT COKE: 80~ Ca 2~ H 2, P, EMAINDER: 0 2 AND S 

I~ARD COKE: 92~ C, 1.6~ H 2, REMAINDER: 0 2 AND S 

FUEL ~IOZZLE DEPOSIT: C'60~, REMAINDER: 02, ~2' S, H2~ ASH 

• FUEL RICH REGIONS HUST BE PRESENT 

-.AROMATIC RING STRUCTURES ARE FOUND IN COKE 

ePARTICULATE LEVELS INCREASE WITH INCREASING C/J] RATZO 

SPARTICULATE LEVELS DEPEND ON FUEL STRUCTURE 

e PARTICULATE LEVELS ~NCREASE WITH INCREASING TEMPERATURE, PRESSURE AND 
RESIDENCE TIME 

ePARTICULATE LAGS THE FORMATION OF CxHy0 Z SPECIES 

Fig. 3. Some observations 
on particulate 
forma tion--general. 

The difficulty is in the sorting out of the actual role that the many 
intermediates play in the process. The identification of species is crutial 
in this determination, but what is not fully understood is whether an ob- 
served specie is a precursor, is consequential, or is a passive intermediate 
in the particulate formation process. It is difficult to independently 
control the history of a particular specie in order to make this determination. 
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There are several theories for the formation of particulates (Fig. 5). 

=NoN-EQuILIBRIUM PROCESS - PARTICULATES ,~.UCH AS SOOT FORM AT SIGNICANTLY 

LOWER EQUIVALENCE RATIOS THAN ARE PREDICTED ON THE BASlS OF THERMO- 

DYNAMICS (EQUILIBRIUM) 

eOVERALL PROCESS TAKES PLACE IN THREE STEPS 

i, iqUCLEATION 
2, GROWTH 
3. AGGLOMERATION 

• :'lOST POPULAR APPROACHES TO THE DETAILED STEPS 

• FREE RADICAL 
• IONIC 
• C 2 CONDENSATION, C AND C 2 FORM PARTICULATES 

THROUGH POLYMERIZATION 
eH/C POLYMERIZATION-CONDENSATION, H ATTACK ON CNH M 

FORMING HIGHER RADICALS 
eACETYLENE, POLYMERIZATION AND DEHYDROGENATION, 

-~ = ~ - + q , , . . , . . . .=c-?=~ ' -  . .  

H I1 II 

• = C=C=C-~-II 2 

II 

Fig. 5. Mechanisms of particulate 
formation. 

The two broad categories upon which the various theories can be delineated are 
the neutral species mechanisms and the ionic mechanisms. The evidence 
available to date suggests that both mechanisms are relevant to the formation 
of particulates, and that there are operating regimes where one or the other 
dominates. Presumably= the ionic mechanism plays a nezligible role at low 
temperatures where the fo~-mation of particulates in very fuel rich operation 
is important. In the temperature range between 1500 and 2000K, the situation 
is different, yet unclear, as to the role of the ionic mechanisms. Caleote, 
1978, presents results which suggest that ions can act as nuclei in the 
particulate formation process, and he is in the process of postulating 
reaction steps in order to interpret charged species histories observed in 
sooting flames. Farmer and Matula, 1978, in their work on aromatics, 
suggest a neutral radical chain reaction as the precursor mechanism for 
soot formation. Using toluene as the fuel, they postulate phenyl as the key 
radical in their proposed chain mechanism. Graham, et al., (1975 - 1978) 
propose that the parent aromatic hydrocarbon can produce soot either by ring 
condensation or by fragmentation followed by polymerization. Their shock 
tube studies show that the preferred path is temperature dependent (Fig. 6). 
Jensen, 1974, postulates a C2 mechanism for nucleation followed by growth 
via coagulation and absorption through chemical processes. All proposals are 

plausible in terms of available data. 

Clearly, the process of particulate formation is not well understood. 
There are, however, soPe global observations that support the notion of global 
modeling as a mean of characterizing the particulate formation process. 
Classification according to fuel structure is well established (Fig. 7.) 
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Fig. 6. Formation of soot form aromatics, 
Graham, et al., 1975. 
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In terms of the tendency to smoke, this can be expressed as follows: 

Aromatics > Alkynes > Monolefins > n-parafflns 

Furthermore, particulate formation follows initial fuel decomposition or 
fraEmentation. Thus, a pvrolysls-like step is suggested and represents a 
convenient way to characterize the initial generation of precursors for each 
fuel type. In general, the rate of decomposition for paraffins and for many 
cyclic hydrocarbons can be represented as first-order in the fuel concen- 
tration (Fig. 8). 

°FIRST ORDER IN FUEL CONCENTRATION 

DEE,_ 
DT - -KCF 

K ~ FIRST ORDER RATE CONSTANT, ~L/TIME 

e e  PARAFF l NS 

eetIAPHTHENE$ (AND OTHER SATURATED CYCLIC HYDROCARBONS) 

ttOTE: ACETYLENE PYROLYSIS IS SECOND ORDER IN CC21t 2 

DT KCt2H 2 

Fig. 8. Pyrolysis. 

Furthermore, significant data exists for these fuels which substantiates 
simple subglobal reactions for the initial decomposition of the fuel (Laidler, 
1965; Skinner, et al., 1959, 1960; Nixon, 1964, 1965; Gordon, 1963; Glassman, 
et al., 1978; and others, (Fig. 9)). Similar observations have been made on 
cyclic hydrocarbons (Figs. i0 and ii). Recently, Blaxowski, ldelman, and 
Harsha (1978) reported upon the initial results of a combined experimental 
and analytical pro=ram designed to provide engineering predictions for the 
combustion characteristics of alternative fuels. The results of the experi- 
ments have already shown that incipient soot formation and the amount of soot 
formed can be correlated with the total unburned hydrocarbon in the system 
(Figs. 12 and 13). This observation is consistent with other work in which 
global modeling is employed and the rate of production of soot could be 
correlated with the concentration of the hydrocarbon in the system (Magnussen, 
1976). The recent work of Farmer and Matula, 1978, may provide information 
allowing a generalization of the Ma~nussen model by eliminating the totally 
empirical specification of "constants" appearinK in the model. The soot 
"delay" time correlation being developed by Farmer and Matula (Fi~s. 14 and 
15) appears to be related to the soot "formation" time in the Magnussen 
expression for formation of soot particles through the growth of nuclei. 
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Thus, while the particulate formation process is extremely complex, 
when analyzed in detail it appears that meaningful modeling can be accomplished 
by accounting for the appearance of the appropriate major product species 
during the particulate formation process. For example, based upon the Exxon 
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(ER&E) data for temperature and hydrocarbon levels, soot concentrations 
were calculated and compared with the measured soot levels (Fig. 16). 
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Fig. 16. Comparison of measured and calculated 
soot formation. 

This comparison was made using a one step global reaction based upon the work 
of Greeves (see Ma~nussen, 1976). This result is significant showing that 
simple modeling is a viable approach to the description of the effect of 
operating conditions on particulate formation. A complete model requires the 
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prediction of temperature and hydrocarbon concentration (recall that these 
variables were taken equal to their measured values in the comparison given 
in Fig. 16). Figure 17 illustrates the approach to the complete description 
of the chemical process including,pyrolysis, soot formation, gas phase oxida- 
tion and soot oxidation. We include fuel bound nitrogen in terms of the NX 

QUASIGLOBAL REACTIONS 

Fuel Pyrolysis and Soot Formation 

F 1+ M÷ F 2 + M + ~ (FI,Fz)H 2 + NX I 

F 2 + M -* C s + H 

Fuel Oxidation 

REACTION RATES 
INFORMATION 

NEEDED 

F I + 02 ~ CO + H 2 + NX 2 

F 2 + 02÷  CO + H 2 + NX 3 

Soot Oxidation 

C s + 02 ~ CO 2 

Detailed Mechanism 
• "Wet" CO 
• HO 2 and H202 

NXI,=NX 2, NX 3 

dCF 1 _ 
dt "A1CF 1 

dC F 
--~-t  2 =  -A 2 UF 2 

exp (-E/RT) 

exp (-Ez/RT) 

dCF1 Cl ~I 
--4T- "A3T blp 

= C02 CF I 

exp (-E3/RT) 

dCF bl Cl ~I 82 
t 2= -A4T P CO~ CF I 

exp (-E4/R'F) 

• Nagle and Strickland - 
Constable 

• Park and Appleton 

Literature 
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F 2 

A1,A2,EI,E 2 

A3,A4,E3,E 4, 
bl,b2,Cl,C2, 

~1,~2,BI,82 

Initially 
none 

Fig. 17. Multistep quasiglobal kinetics. 

type species which are of interest in other applications. We term this type 
of modeling "quasiglobal", since it incorporates detailed steps (wet CO 
mechanism to account for the CO-}{ 2 oxidation through propagation, branching 
and recombination reactions) as well as subglobal steps, The information 
already discussed for pyrolysis and soot formation are examples of the type 
of information applicable to the various subglobal steps. The model includes 
the effects of C/O ratio, water vapor (steam)/fuel ratio and other operating 
conditions including the pressure and temperature of the reactants. 
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The approach outlined here provides a direction and some recommendations 
for an interrelated modeling and experimental program. The chemical kinetics 
should be emphasized initially and should include consideration of liquid 
phase chemistry. Fluid dynamics should be considered and should include 
spray dynamics as appropriate to the mixing process. FiRure 18 summarizes 
the topics that need to be considered. 

QUA$IOLOBAL MODEL DEVELOPMENT 

• SOOT FORt~ATION 
• PYROLYSIS 
• SOOT OXIDATION 
= LIQUID PHASE CHEMISTRY 

FLUID DYNAfllCS 
• TURBULENCE/UNMIXEDNESS 
• SPRAY DYNAMICS AND THERMODYNAtIIC$ 

ItODULAR ~ODEL DEVELOPMENT (COUPLED 
KINETIcS/FLuID DYNARICS) 

• DEVELOPMENT 
• VERIFICATION 
• UTILIZATION 

Fig. 18. Overall 
modeling 
approach. 

Experiments should be performed under controlled conditions which isolate 
each of the broad areas (chemistry and fluid dynamics). The type of 
experiments should be related to the operating conditions anticipated in 
practice, but should be developed in complexity to provide the data needed 
for kinetics model development (see last column in Fig. 17), fluid dynamics 
model development, and finally, models involving the coupling of these 
processes. 
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FLUID MECHANICAL ASPECTS OF TURBULENT MIXING 

Michael L. Finson, Physical Sciences, Inc. 

I. INTRODUCTION 

This section is concerned with the state-of-the-art of turbulent mixing, 
with emphasis on the more fluid mechanical aspects of the subject. This can 
include the rate of spreading of the turbulent zone and the decay of both 
mean and fluctuating properties. Species concentrations and temperatures, as 
well as velocities, will be considered. The one issue that will specifically 
not be discussed here is that of mixing on a molecular basis, also called 
"mixedness". That issue is discussed at some length by Prof. Patterson and 
Dr. Varma in other sections of these proceedings. Furthermore, the emphasis 
of this section will be primarilyon assessing the computational techniques 
that are available for making predictions or for developing sound scaling laws. 

The nature of the problem of turbulent mixing in fuel processors is com- 
plicated by a number of factors. First of all, most seriously, the flow is 
turbulent. It is also a reacting flow, but that is the subject of other 
sections. The mixing geometries can be fairly complicated. 

Swirl is often introduced to increase the rate of mixing. At high swirl 
levels, one can encounter the further complication of recirculation or zones 
of reversed flow. The flows are compressible or, at least, highly variable in 
density. Energy release due to the chemical reactions is also usually sig- 
nificant. Furthermore, the mixing regions rarely have a chance to settle down 
to the asymptotic sel~-similar flow behaviors. Finally, large-scale structures 
may be present within the flows and could play an important role in determining 
the nature of the chemical reactions. 

II. TYPES OF MODELS 

There are a number of levels at which predictive techniques may be per- 
formed. The lowest level is simply to scale the answer from available data. 
For example, one could Use the observed spreading rate to estimate the decay 
of species concentrations. However, this simple method yields little under- 
standing and requires data under well-matched conditions. 

The next level of sophistication is to perfomn turbulent calculations 
with what could be called first-order closure methods or methods based on the 
eddy viscosity. This classic approach has been widely used by turbulence 
investigators for many years. It has the advantage of being quite tractable 
in that the resulting equations are essentially no more complex than the laminar 
flow equations. The important point of eddy viscosity methods is that the 
effective turbulent viscosity must be specified. Generally, this is done 
empirically, deriving the viscosity from observations. Of course, the eddy 
viscosity methods are only as good as the specification of the viscosity. 
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The somewhat higher level of sophistication, and what might properly be 
called the current state-of-the-art, involves second-order closure methods. 
These are also called turbulent energy or Reynolds stress models. In these 
approaches, one solves additional equations for the various fluctuating 
turbulent quantities. If done properly, the empiricism that is introduced to 
these additional equations can be introduced in a geometry-independent manner 
and, hopefully, results in a formulation that will be valid for all geometries. 
Of course, these techniques require somewhat more effort, in that additional 
equations have to be solved. 

Finally, there are higher methods that are being investigated at the 
present time. These go under names such as sub-grid closure, Fourier methods, 
etc. Generally, they are in the realm of what would be called computational 
fluid dynamics. To date, these methods have only been applied to extremely 
simple situations and I think it is clear at this time that they are not yet 
ready for engineering applications. 

In eddy viscosity models, one relates the turbulent shear stress to the 
mean shear through the eddy viscosity coefficient: 

~U 
T = = (I) 

ay 

To specify the eddy viscosity, the mixing length expression introduced origiu- 
ally by Prandtl is often used: 

Mixing length: ~ = £2Bu (2) 
By 

In this expression, the mixing length is generally taken to be proportional to 
the width of the mixing zone and this is the point at which empiricism enters. 
An alternate expression to Eq. (2) for the eddy viscosity would have the vis- 
cosity be proportional to the velocity difference across the mixing zone and 
to the width of the zone. The latter approach may be more valid for free 
shear flows. For the transport of species or energy, one generally specifies 
a turbulent Prandtl or Lewis number, often taken to be unity or a number very 
close to unity. The net result, as already mentioned, is that one obtains a 
set of equations that are essentially no more complex than those describing 
laminar flows. On the other hand, the eddy viscosity approach is relatively 
empirical, and this empiricism is dependent upon the geometry of the situation. 
Furthermore, the eddy viscosity method is essentially applicable only to two 
dimensional flows. For more complicated three-dlmensional flows, one then 
has not one shear stress, but a number of shear stresses and the eddy viscosity 
coefficient would really become a tensor. Very little work has been done along 
these lines. 

With second order closure methods, one solves additional equations for 
the fluctuating quantities° There have been various choices regarding what 
this set of equations is. The simplest choice is togsolve an additional 
equation for the kinetic energy of the turbulence (q') as done by Bradshaw. I 
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or equations for the kinetic energy and a length scale £ (e.g. Spalding, 2 and 
Saffman and Wilcox3). Others have used Reynold stress models which describe 
the various components of the Reynolds stress. For a two-dimensional flow in 
which the boundary layer approximation applies, there are four components of 
the Reynolds stress: ~,2 ~,2, ~,2 and ~'~'. When one adds a length related 
variable ~, this then results in five equations. These methods originated 
with Rotta 4 and have been used by Launder and coworkers 5, Donaldson, et al., 6 
and the present author. 7 In these methods, one attempts to invoke closure 
from basic laboratory data. With the Reynolds stress models, formulation is 
made in a general tensor form and can then potentially be applied to any 
geometry, thus the empirical approximations that have to be made are not 
specifically to any given problem. The typical equation that is solved is 
that for the kinetic energy: 

P Dq2Dt -p--u~y - P~ + c aq2ay (3) 

where 

- q3 /£,e q~ 

The left side of this equation is, of course, the convective operator which 
one desires to compute. The first term on the right is the production of 
kinetic energy by the action of the Reynolds stress on the mean shear. The 
second term is the rate of dissipation which converts turbulent energy into 
thermal energy and is always negative. The final term describes the diffusion 
of turbulent energy by the turbulent motion. When writing equations for the 
individual Reynolds stresses, additional terms will enter whichwill describe 
the exchange of energy between the different Reynolds stress components. Com- 
parable equations may, also, be written for passive scalar quantities such as 
temperature and species concentrations. 

The choice between an eddy viscosity method and a second order closure 
method depends very much on the specific problem. If one is dealing with a 
fairly familiar flow geometry where eddy viscosity approximations have been 
well developed, the eddy viscosity method may be an obvious choice. On the 
other hand, for unfamiliar geometries, or flows where the turbulence may not 
be able to approach similarity, then the second ordermethods may be superior. 
Also, of course, if details of the fluctuating quantities are needed, then 
second order closure models are clearly indicated. On the other hand, for a 
type of flow where the eddy viscosity method is well developed, one generally 
finds that the eddy viscosity will give somewhat superior results compared to 
Reynolds stress methods. This is to be expected simply because the eddy 
viscosity methods are already finely tuned to such a problem. 

A good example of the level of accuracy given by Reynolds stress models 
is shown in Figure i, which was computed by the present author using a Reynolds 
stress model comparable to that of Launder et al. 5 This calculation is for a 
low-speed mixing layer between two parallel flows of different velocities. In 
the upper plot, the mean velocity as a function of distance across the zone is 
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seell to be reproduced relatively well. However, the rms fluctuations in the 
middle curve and the Reynolds stress in the bottom curve are clearly not the 
optimum agreement with data. ~/ith each of these quantities, the low-speed 
tail of the calculation is somewhat long and the fluctuations are definitely 
chopped off on the high-speed side of the flow. Undoubtedly, this level of 
disagreement reflects inadequacy in the closure approximations. Another ex- 
ample where some inaccuracies can result from second order closure models is 
the case of the round jet. Calculations by Launder 8 have shown a spreading 
rate which is approximately 50% greater than observed, whereas eddy viscosity 
solutions can yield good agreement with data. 

III. SWIRL 

Swirl is often of interest in combustion applications in that it can in- 
crease the rate of mixing. For a round jet, the effective swirl is measured 
by the swirl number which is the ratio of tangential momentum to the axial 
momentum: 
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/puwr2dr 
S = R/pu2rdr (4) 

This number is generally evaluated at the jet exit. Figure 2 is an example 
of how swirl can increase the mixing rate. This figure shows estimated flame 
fronts taken from the location of maximum temperature for round jets as a 
function of increasing swirl number. The data were obtained from the experi- 
ments of Chlgier and Chervinsky 9 and the lines indicate the calculations of 
Lilley. I0 

r (cm)  o . -  o. z s 1 o. 11 

6O I 
0 40 80 120 160 .200 

S 

Fig. 2. 

x(cm) 
Effect of increasing swirl on jet mixing 
(data of Ref. 9, theory of Ref. i0). 

t . 

Clearly, for swirl increasing from 0.ii to 0.23, the flame length is reduced 
by, at least, a factor of 2, directly related to the increase in mixing rate. 
Furthermore, the levels of swirl indicated in Figure 2 are relatively low. 
Strong swirl, corresponding to swirl number greater than about 0.6, will 
cause recirculation or zones or reverse flow. This results directly from the 
fact that there must be an adverse pressure gradient upon leaving a jet. 

While an important problem, the predlct~on of recirculating flows will 
not be discussed in any detail here. Recirculation, of course, involves flow 
of an elliptic nature, in contrast to the more familiar parabolic flows, and 
requires much greater numerical effort. Great advances have been made in 
recent years in developing more efficient methods for solving recirculating 
flows. Furthermore, some approximate techniques may be available based on 
considerations of essentially uniform pressure over the reverse flow zone and 
separation and reattachment criteria. 

Lilley was the first to seriously develop models for swirl flows. I0 
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With an eddy viscosity approach, he found that it was necessary to make the 
closure approximations be an empirical function of the local swirl. This in- 
cludes the mixing length as well as additional eddy diffusivity for shear in 

the r e direction: 

y, ~, i + 0.6 S x 

Er[i '~, i + 5 S I-/3 x 

(5) 

Lilley also investigated kinetic energy methods using a two-equation model. 
Again, it was necessary to introduce empirical approximations for closure in- 
volving a centrifugal force term in the kinetic energy equations and~ again, 
the eddy viscosity or shear stress in the r G direction. 

No new closure approximations are required for treating swirl flows with 
Reynolds stress methods. However, all components of the stress tensor are now 
important, including the correlations u'w' and v'w'. Launder and Morse 8 have 
published calculations for comparison with swirling jet data at relatively 
low swirl numbers. These comparisons are shown in Figure 3. They found their 
computed results to be relatively sensitive to their basic closure parameters 
and found, as indicated in the figure, that some adjustments were required to 
obtain adequate agreement. It is somewhat bothersome that they found it nec- 
essary to make these adjustments in that the types of closure approximations 
that were involved were ones that had presumably already been established 
rather soundly. In principal, however, the Reynolds stress methods are well 
suited to handling swirling flows with no additional empirical inputs. 

IV. VARIABLE DENSITY EFFECTS 

Density variations can arise due to mixing of dissimilar gases, heat re- 
lease, or high flow velocities. Generally speaking, variations in mean density 
can be handled without difficulty, at least with finite different solutions. 
The effects of fluctuating densities on turbulence is far more controversial. 
For example, a reduced spreading rate is often observed in mixing layers at 
supersonic velocities. The mechanisms responsible for this behavior have 
not been demonstrated. From a modeling point of view, the governing equa- 
tions contain numerous terms involving fluctuating density. Many investiga- 
tors have realized that one can formally transform much of the dependence 
away by introducing "Favre" or "mass" averaging: 

(6) 
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With these transformations, the various governing equations take forms ~ich 
are essentially identical to the forms applying in the constant density case. 
Of course, this is only a formalism; one makes the fundamental assumption 
that the incompressible closure approximations still apply in the compressible 
case. It is also necessary to neglect a term involving correlations between 
pressure fluctuations and the dilatation. The adequacy of these approximations 
is unknown. In our work we have achieved satisfactory results for various 
compressible flow situations using only Favre averaging. We have obtained 
good results for low speed flows with variable densities, an example of 
which is given in Figure 4. This figure plots the mixing between two 
parallel flows of different gases with a density ratio of 7 (data of Brown 
and Roshkoll). 
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Comparison of'Reynolds stress model 
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for mixing between helium and nitrogen 
streams. 

It can be seen that both the mean velocity and density profiles are reproduced 
very well. Another example, for a supersonic case, is shown in Figure 5. 
Here we show the comparison with the measured velocity profile for a boundary 
layer at an edge Mach number of 7. 12 The computed boundary layer thickness 
and various other parameters including the turbulent intensity were in good 
agreement with measurements. This good agreement is not to say that all high 
Mach number turbulent flows are well understood. However, for fuel process- 
ors, we are invariably talking much lower Mach numbers and I think it is a 
safe conclusion that the various effects of variable density are not difficult 
to predict. 
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V. NONSIMILARITY 

It may be expected that many cases will involve initial conditions or 
boundary conditions which are arranged in a manner that the flow will not 
approach similarity within the apparatus. Pressure gradients, for example, 
can cause a variation in the edge conditions which will make it difficult 

for the turbulence to catch up with the edge velocity. Alternatively, 
initial conditions could be far out of similarity. Perhaps the most signi- 
ficant example of this situation has to do with free shear flows that begin 
with a turbulent boundary layer. For example, a plane mixing layer between 
parallel flows that originates from a turbulent boundary layer on the splitter 
plate can be very slow in approaching fully turbulent mixing layer behavior. 
Another example is the wake that originates from a body with a turbulent 
boundary layer. In such cases, one needs to perform a detailed calculation 
of the development of turbulence in the mixing zone and this generally re- 
quires a second-order closure model. 

Figure 6, taken from the work of Bradshaw .13, illustrates this point. 
Here we plot the Reynolds stress in a low speed mixing layer as a function 
of distance from splitter plate. Bradshaw investigated the mixing layer 
behavior at a variety of Reynolds numbers. At low Reynolds numbers, where 
the boundary layer on the splitter plate was laminar, transition was observed 
to occur shortly downstream of the splitter plate. When this occurred, the 
Reynolds stress went through a local overshoot above the fully turbulent 
value, eventually settling down to the latter value. On the other hand, 
when the separating boundary layer was turbulent, no such transition occurred. 
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Instead, the mixing rate recovered slowly from the lower turbulent boundary 
layer level to the eventual asymptotic value for the mixing layer. Bradshaw 
concluded that a fully turbulent mixing layer would not be established down- 
stream of a turbulent boundary level for distances less than about 103 times 
the momentum thickness of the separating boundary layer. 
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Fig. 6. Schematic of the effect of initial 
conditions on the development of the 
mixing rate (from Bradshawl3). 

Figure 7 shows a calculation that we performed using the Reynolds stress 
model similar to the one of Launder et al. The'case is here for the two- 
dimensional mixing layer investigated by Ikawa and Kubota I~ at Mach 2.5. In 
the figure, the high velocity flow is on top from left to right. The first 
profile at x = 0 is that of the separating boundary layer, which was turbu- 
lent. Our calculation agreed very well with the measured boundary layer 
profile. The succeeding profiles then show the spread of the mixing zone 
at selected downstream distances. Generally, agreement between the theory 
and the measurements can be seen to be quite satisfactory, at least as good 
as it is in the fully developed case shown in Figure i. At the last down- 
stream station, the dashed line shows the similarity profile, which would 
be about twice as wide as the actual profile at this distance. Thus, at 
least in this one case, it is possible to explain the reduced spreading rate 
in terms of initial condition effects rather than in terms of compressible 
effects. Whether this conclusion would stand up for a wider range of com- 
pressible flows remains to be seen. In general, mixing layer flows which 
have evidenced reduced spreading rates have been initiated from turbulent 
boundary layers and none of them have been carried sufficiently far down- 
stream that recovery to similarity could be guaranteed. 
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VI. LARGE SCALE STRUCTURES 

In recent years, there have been interesting observations of large 
scale, discrete, essentially two-dimenslonal structures in turbulent flows. 
Such structures have a fairly obvious importance in combusting flows, in 
that they may define the effective flame front across which mixing at the 
molecular level proceeds and across which reactions occur. Figure 8 shows 
the well-known shadowgraphs of Brown and Roshko II. The five shadowgraphs 
in this figure are for indicated variations in the Reynolds number. At the 
highest Reynolds number, one sees the large-scale structures persisting with 
the finer scale background turbulence superimposed. The actual behavior of 
these large-scale structures is not well understood at this time. Some 
numerical simulations have been attempted, for example, the calculations 
performed at Sandia by Ashurst (Figure 9) 15. This numerical simulation con- 
sists of following a very large number of individual line vortices. If 
perturbed slightly, these vortices rotate about each other in the combined 
velocity field of all the others. These calculations indicate that the 
individual line vortices which make up the plane mixing layer indeed tend to 
roll up into the type of vortices observed by Brown and Roshko. However, 
these types of calculations have yet to reach a stage where they could be 
used for the prediction of a reacting flow. Furthermore, the conditions for 
the practical occurrence of the large-scale structure are not well under- 
stood. Recent studies by Bradshaw and coworkers have indicated that large- 
scale two-dimensional structures may occur primarily only for rather ideali- 
zed situations 16. In particular, they may occur only for two-dimensional 
geometries, primarily only at low Reynolds numbers and low levels of free- 
stream turbulence. However, the jury is still out on this issue. The poten- 
tial implications for combustion applications are sufficiently great that 
future work in this area should be followed with great interest. 
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Fig. 8. Large-scale structure of the 
plane mixing layer - shadowgraphs 
of Brown and Roshko. II The 
Reynolds number decreases by a 
factor of four from top to 
bottom. 

VII. OUTSTANDING ISSUES 

In this brief presentation, we have attempted to discuss some of the 
most important issues involved, in the prediction of turbulent mixing as it 
would occur in fuel processors. The state-of-the-art techniques should be 
useful for many engineering applications'. However, there are clearly a 
number of ways in which these techniques can be improved. For example, as 
indicated above, Reynolds stress closure methods have not been perfected for 
free-shear flows. Also, swirl effects have not been studied in sufficient 
detail. Effects of compressibility, energy release, and acoustic radiation 
are still being argued in the turbulence community. The importance of large- 
scale structures is only now being investigated; whether these structures 
will prove to dominate chemical reaction rates remains to be seen. Finally, 
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the most difficult and least solved aspect of the problem is the one not 
discussed here, the problem of mixedness. 

AUL/v - 250 
AL~/v - i 0 0 0  
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Fig. 9. Discrete line votrex simulation 
of large scale structures by 
Ashurst. 15 
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Comments and Replies on 

"Fluid Mechanical Aspects of Turbulent Mixing" 

by M. L. Finson 

P. Ponzi: 

M. Finson: 

R. Edelman: 

M. Finson: 

P. Sforza: 

M. Finson: 

You were discussing methods that just start from 
the Navier-Stokes equations and go from there? 
There would be no time averaging? 

Some time averaging would probably be involved. 
In the most promising approaches, large eddies 
would be computed directly whereas closure (on 
a time averaged basis) would be invoked for the 
smaller eddies. The advantage stems from the fact 
that these smaller edd~'~s are nearly isotropic and 
dissipative in charactec; the required closure 
approximations can be specified with some confidence. 
On the other hand, the larger eddies that are 
dominated by nonlinear inertial effects would be 
computed without approximation. However, we are 
many years from the time where this can be done 
for realistic problems. 

Higher order methods introduce differential equations. 
They require initial and boundary conditions. The 
choice of these conditions can affect comparisons 
with data. 

Very difinitely. In general, the influence of initial 
conditions will die out after some distance. However, 
as I emphasized, there are numerous cases where this 
influence covers the range of practical interest. In 
terms of the data comparisons shown above, particularly 
those of Launder and Morse in Fig. 3, data from the 
first measured station were used as initial conditions. 

It seems to me that most experimentalists now are 
becoming "eddy hunters", and that they are deviating 
from doing the kind of experiments that are useful to 
people who are building complicated models such as you 
have discussed. 

It is undoubtedly true that theoreticians and experi- 
mentalists tend to go separate ways in the study of 
turbulence. This is particularly so with respect to 
turbulent combustion, since it is extremely difficult 
to measure fluctuating reactant species. In many ways, 
our ability to predict turbulent combustion is limited 
by the availability of data against which to develop 
and validate our models. 



150 

T. Blake: I would like to follow up this response with two 
comments. If we are going to use models like these 
for chemical reactions, we must also have a program 
to obtain detailed measurements of the reactants and 
products. These are needs that I hope the people 
who are developing fuel processors will bear in mind. 
Secondly, as the geometries become more complex, the 
cost effectiveness of doing calculations versus ex- 
periments becomes a real consideration. Somewhere 
along the line, we need a better definition of the 
kinds of geometries that we will be facing in these 
simulations. 




